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ON FINITE SPECTRUM ASSIGNMENT PROBLEM IN BILINEAR SYSTEMS
WITH STATE DELAY

We consider a bilinear control system defined by a linear time-invariant system of differential equations with
delay in the state variable. We study an arbitrary finite spectrum assignment problem by stationary control.
One needs to construct constant control vector such that the characteristic quasi-polynomial of the closed-loop
system becomes a polynomial with arbitrary preassigned coefficients. We obtain conditions on coefficients of
the system under which the criterion was found for solvability of this finite spectrum assignment problem.
This criterion is expressed in terms of rank conditions for matrices of the special form. Interconnection
of these rank conditions with the property of consistency for truncated system without delay is shown.
Corollaries on stabilization of a bilinear system with delay are obtained. The results extend the previously
obtained results on spectrum assignment for linear systems with static output feedback with delay and for
bilinear systems without delay. The results obtained are transferred to discrete-time bilinear systems with
delay. An illustrative example is considered.
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Introduction

Stabilization problems for bilinear systems with delays were studied in many papers; see, e.g.,
[1-5] for continuous-time systems, [6-8] for discrete-time systems. In the papers [1-3], on the
basis of the Lyapunov-Krasovsky method, the conditions are given for stabilization of the systems
by means of state feedback. These conditions are expressed in terms of solutions for algebraic
Riccati equations [1], of linear matrix inequalities [2,3]. For obtaining sufficient conditions for
global asymptotic stabilization by static state feedback [4,5] and by dynamic output feedback [4],
the LaSalle invariance principle is applied. The problem of stabilization by means of output feedback
for discrete-time systems with delay is considered in [7,8]. Conditions for stabilization are presented
and the procedure for constructing a stabilizing regulator is given. In the present paper, we obtain
conditions for arbitrary finite spectrum assignability for time-delay bilinear systems by stationary
feedback and, as a consequence, stabilization conditions both for continuous-time and discrete-time
systems.

§ 1. Continuous-time systems with delay

Let K= C or K =R; K" = {x = col(x1,...,2,): z; € K} is the linear space of vectors
over K; M, »(K) is the space of m x n-matrices over K; M, (K) := M, ,,(K); I € M,(K) is the
identity matrix; T is the transposition of a vector or a matrix; x is the Hermitian conjugation, i.e.,
A =A" X(H; ) and Sp H are the characteristic polynomial and the trace of a matrix H € M, (K),
respectively.

Consider a bilinear time-invariant differential system with delay in the state variable of the
following form:

.%'(t) = Ao.%'(t) + Box(t — h) + <ZUjAj)$(t) + <ZU@B@)x(t — h), t> 0, (1.1)
j=1 (=1


https://doi.org/10.20537/vm190102

20 V. A. Zaitsev, 1. G. Kim
MATHEMATICS 2019. Vol. 29. Issuel

with initial conditions x(7) = u(r), 7 € [—h,0]; here A;, By € M,(K), j = 0,7, £ = 0,s;
h > 0 is a constant delay, pu: [—h,0] — K™ is a continuous function; x € K" is a state vector,
u=col(uy,...,u,) € K", v =col(vy,...,vs) € K® are control vectors.

In [9] the following linear time-invariant differential control system with delay was considered:

x(t) = Az(t) + Pz(t — h) + Hw(t), t >0, (1.2)
y(t) = Ca(t), (1.3)

where A, P € M, (K), H € M, »(K), C € M, ;(K), h > 0 is a constant delay, x € K" is a state
vector, w € K™ and y € K* are input and output vectors, respectively. For the system (1.2), (1.3)
in [9] the controller is constructed as linear static output feedback with delay

’U)(t) = QOy(t) + Qly(t - h)’ t> 0’ (14)

where Qo, Q1 € M, 1(K) are constant. The corresponding closed-loop system (1.2), (1.3), (1.4) has
the form

#(t) = (A+ HQuC")a(t) + (P + HQ1C*)a(t — h). (1.5)

In [9, § 1] sufficient conditions are obtained for assigning an arbitrary finite spectrum for the system
(1.5). The system (1.5) can be considered as a particular case of the system (1.1). In fact, every
system (1.5), th&H = [hl,...,hm], C = [cl,...,ck], hi,Cj e K Qo = {Oéij}, Q1 = {ﬂij},
a;j,Bi; € K, i = 1,m, j = 1,k, can be rewritten in the form (1.1), where r = s = mk, Ag = A,
BO = P, A1 = Bl = hlc’{, A2 = B2 = hlcE, ey Ak = Bk = hlc};, Ak+1 = Bk+1 = hQCT, ey,
Agk == ng == hQCz, o ooy Ar == hmcl’;, u = col (Oéll, 12y v o sy X1k 2T 5o oo 3 DLy oo o s O]y e v e ,Oémk),
v = col (B11, P12, -+, B1k, P21, - -+ s Boks -, By -+ - Bmke)-

In the present paper, we obtain sufficient conditions for assigning an arbitrary finite spectrum for
the system (1.1). These results extend the results [9, § 1] from the system (1.5) to the system (1.1).

Denote by

o\ e M) = det [AI - (AO + Z ujAj) _eHh (Bo + Z szﬂ
j=1 (=1

the characteristic function of the system (1.1). This function is quasi-polynomial. The characteristic
equation (X, e™*) = 0 of the system (1.1) has the form

P i Z Sip ANV leTAk — (1.6)

i=1 k=0

Here &;; depend on Aj, By, uj, vy. The set o = {\ € C : p(\, e ) = 0} of the roots of (1.6) is
called the spectrum of the system (1.1). If K = R, then the spectrum o is symmetric with respect
to the real axis. In general, the spectrum o of a system with delay (1.1) is countable. If d; =0
for all i =1,n, k = 1,7 in the equation (1.6), then the characteristic quasi-polynomial is polynomial
and the spectrum o is finite. Consider the problem of assigning an arbitrary finite spectrum o for
the system (1.1) by constant control.

Definition 1. We say that the system (1.1) is arbitrary finite spectrum assignable by constant
control if for any v; € K, i = 1,n, there exist u € K", v € K® such that:

e\, e M) = A" Ay N4y

Suppose that the coefficients of the system (1.1) have the following special form: the matrix Ay
has the lower Hessenberg form with non-zero superdiagonal entries; for some p € {1,...,n}, the
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first p — 1 rows and the last n — p columns of A;, j = 1,r, are equal to zero, i.e.,

ail ai2 0 0
as a9 a3 ... 0
AOZ ................................ 5 Q41 750, izl,n—l; (17)
p—-11 OGp—12 --vv-on-.. Ap—1,n
anl (0775 2N Ann
0 0 -~ .
I \4; o) Aj € My pi1,(K), j =17 (1.8)
J

For that system without delay (i.e., for the case By = 0, £ = 0,s) it was proved in [10] (see
also [11]) that the system is arbitrary finite spectrum assignable by constant control iff the rank of
the matrix I" = {Sp (AjAé_l)Z’le} is equal to n. Here we extend this result to systems with delay.
Suppose that the matrices By, £ = 0, s, of the system (1.1) have the special form as well: the first
p— 1 rows and the last n — p columns of By, £ =0, s, are equal to zero, i.e.,

0 0 ~
By = <§Z O>, By € Mnprrl,p(K)’ £=0,s, pE {15 s ,TL}. (19)

The number p in (1.9) is the same as in (1.8).
Let x(Ag;A) = A" + a; A" 1 + ...+ a,. Set ap := 1. From the matrix Ay, we construct the
matrices
F,,:aoAg—l—alAg_l—i—...—i—aVI, v=0,n—1. (1.10)

Further, we will use the following lemma (see [12, Lemma 1]).

Lemma 1. Suppose a matrix Ay has the form (1.7) and a matrix D € M, (K) has the following
form for some p € {1,...,n}:

0 0
D= <D1 0), Dy € My_pi1,(K). (1.11)

Let x(Ag+ D;\) = X" +y A" L+ ...+, Then v; = o; —Sp(DF;_1) foralli=1,...,n.

From the system (1.1) we construct the matrices Iy € M, .(K), I € M, s(K), A1 € M, 1(K):

Sp (A1) Sp(A2) ... Sp(4)
FO _ Sp (AlAQ) Sp (AQAO) ... Sp (ATAO) ’ (1 . 12)
Sp (A1 AZ7Y) Sp (A APY) .. Sp(A.ATTY)
Sp (B1) Sp(Ba) ...  Sp(By) Sp (Bo)
r = Sp (B1Ao) Sp (B2 Ay) R Sp (BsAy) A = Sp (BoAo) : (1.13)
Sp(B1Ay™") Sp(B2A7™Y) ... Sp(B.ApTY) Sp (BoAj ™)

and construct the matrix Ay = [I, 4] € M, s41(K).

Theorem 1. Suppose that the matrices of the system (1.1) have the special form (1.7), (1.8),
(1.9). Then the system (1.1) is arbitrary finite spectrum assignable by constant control iff the
following conditions hold:

rank Iy = n, (1.14)
rank I'7 = rank A;. (1.15)
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P r oo f. Suppose the matrices of the system (1.1) have the form (1.7), (1.8), (1.9). Consider
the problem of assigning an arbitrary finite spectrum. Let a polynomial

gqN) =N Ay, (1.16)

with numbers v; € K be given. One needs to find v € K", v € K*® such that the characteristic
quasi-polynomial ¢(\,e~") of the system (1.1) satisfies the equality

o\, e M) = q(N). (1.17)
Denote
D:iujAj+e_)‘h<Bo+ivng). (1.18)
j=1 (=1
We have
(A, e M) = det (AT — (Ag + D)) = x(Ao + D; ). (1.19)

[t follows from conditions (1.8), (1.9) that the matrix (1.18) has the form (1.11). Taking into account
(1.19), (1.17), (1.16), condition (1.7) and applying Lemma 1, we obtain that the system (1.1) is
arbitrary finite spectrum assignable by constant control iff there exist v € K", v € K® such that for
all i = 1,n the following equalities hold:

v = —Sp( Zu] >_e>\hSp<(Bo+ZS:WBZ)Fi—1>- (1.20)

/=1

Equalities (1.20) hold iff

Vi = o —Sp(Zu] ) Sp((Bo—i-Zs:ng)Fi_l):O, i=1,...,n.  (1.21)

(=1

Taking into account the definition (1.10) of the matrices F, (and using denotation AY := I), we
have

) ((iujAj)Fil) = iail”(iuj Sp (AjAg)), i=1,...,n,
j=1 v=0 j=1

s i—1 S
Sp((B0 +3 v Bg)Fi_1> = ai_l_y<Sp (BoAy) + > veSp (BZA5)>, i=1,....n.
/=1 v=0 /=1

Therefore the equalities (1.21) are equivalent to two systems of linear equations

i—1 T
Zai_l_l,(Zuj Sp(A]A5)> = oG — Y4, 1= 1,...,n, (122)
i—1
Zal 1— ,,(ngSp(BgA5)> :—Zai,l,,,Sp(BoAg), i=1,...,n, (1.23)
{=1 v=0
with » unknown variables uy,...,u, and with s unknown variables vq,...,vs. Let us rewrite (1.22),

(1.23) in the vector form. Let us construct the matrices

1 0 0 0
(05} 1 0 0
G = (6) a1 1 0 5 (124)
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and (1.12), (1.13). Denote wqy := col (g — y1,..., 0 — ) € K" Then one can rewrite systems
(1.22), (1.23) in the vector form

GF()U = wWo, (125)
GFl’U = —G/ll. (126)

Taking into account that det G = 1 # 0, we see that the system (1.25) is resolvable with respect
to u (over K) for any pregiven v; € K, i = 1,n, iff condition (1.14) holds, and the system (1.26) is
resolvable with respect to v (over K) iff condition (1.15) holds. Finding u, v from (1.25), (1.26), we
assign a desirable polynomial (1.16) as the characteristic function for the system (1.1). O

Remark 1. Suppose that the system (1.1) has the form (1.5). Suppose that for this system (1.5)
the sufficient conditions of [9, § 1] hold for assigning an arbitrary finite spectrum, i.e., the matrices
of the system have the special form and the matrices

C*H, C*AgH, ..., C*Al'H

are linearly independent. One can check that, in this case, the coefficients of the system (1.5)
(which is considered as the system (1.1)) have the form (1.7), (1.8), (1.9) and conditions (1.14),
(1.15) hold. Thus, Theorem 1 extends the results of [9, § 1] from systems (1.5) to systems (1.1). O

Remark 2. Suppose that the system (1.1) does not have delay, i.e., By = 0, £ = 0,r. Then
condition (1.15) holds. In that case, Theorem 1 coincides with [10, Theorem 2]. Thus, Theorem 1
extends the results of [10] from bilinear systems without delay to bilinear systems (1.1) with
delay. O

Consider a problem of stabilization for the system (1.1) by constant control: one needs to
construct w € K", v € K* such that the system (1.1) is asymptotically stable. The system (1.1)
is asymptotically stable if the spectrum o lies in the left half-plane w = {A € C : ReX < 0}.
If the system (1.1) is arbitrary finite spectrum assignable by constant control, then choosing the
polynomial (1.16) in such a way that its roots belong to w, one can obtain asymptotical stability for
the system (1.1). Thus, the following obvious corollary follows from Theorem 1.

Corollary 1. Suppose that the matrices of the system (1.1) have the special form (1.7), (1.8),
(1.9). Suppose conditions (1.14), (1.15) hold. Then the system (1.1) is asymptotically stabilizable
by constant control.

For the system (1.1), let us construct the “truncated system” (without delay) assuming By, = 0,
£=0,s:

~ (Ao Y s, )al0) (1.27)
j=1

Denote by X (t, s) the transition matrix of the free system i (t) = Agz(t). Hence, X (t,s) = e(t=5)40

Definition 2. The system (1.27) is said to be consistent on [ty,t1] if for any H € M, (K) there
exists a piecewise continuous control function @ : [tg,¢1] — K" such that the solution of the n x n-
matrix initial value problem

Z(t) = A Z(t) +Z u;(H)A) X (t,to),  Z(to) =0,

satisfies condition Z(¢;) = H.
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The property of consistency was introduced in [13] for continuous-time systems (1.27), which are
not necessarily time-invariant. Time-invariant consistent systems (1.27) with continuous time were
investigated in [14, 15]. It was proved in [14, Assertion 5] that, for system (1.27) with a cyclic
matrix Ao (in particular, with Ay of the form (1.7)), the property of consistency is sufficient for
condition (1.14) to be fulfilled. Thus, the following theorem holds.

Theorem 2. Suppose that the matrices of the system (1.1) have the special form (1.7), (1.8),
(1.9). Suppose that the truncated system (1.27) is consistent and condition (1.15) holds. Then the
system (1.1) is arbitrary finite spectrum assignable by constant control.

Remark 3. Suppose that system (1.1) does not have delay, i.e., B, =0, £ =0,r. Then condition
(1.15) holds. In that case Theorem 2 coincides with the assertion (1 = 3) of Theorem 2 in [14].
Thus, Theorem 1 together with Theorem 2 extends Theorem 2 of [14] from bilinear systems without
delay (1.27) to bilinear systems (1.1) with delay. O

§ 2. Discrete-time systems with delay

Consider a bilinear time-invariant discrete-time system with delay in the state variable of the
following form:

T S
xz(t+1) = Apx(t) + Box(t — h) + <ZujAj)x(t) + <Z’Ung)$(t —h), (2.1)
j=1 =1
t =0,1,2,..., with initial conditions z(t) = u(r), 7 = —h,...,0; here A;, B, € M,(K), j = 0,r,
¢ =0,s; h > 0 is an integer constant delay; z € K" is a state vector, u = col (uy,...,u,) € K",
v =col (v1,...,vs) € K® are control vectors.
Denote by

$(\) = det [AI - <A0 + Z ujAj) —Ah (Bo + Z sz)]
j=1 =1

the characteristic function of the system (2.1). This function is rational. The characteristic equation
(X)) = 0 of the system (2.1) has the form

PNE zn: Z Sip AR = 0, (2.2)

i=1 k=0

The set p = {\ € C : ¢»(\) = 0} of the roots of (2.2) is called the spectrum of the system (2.1).
I K = R, then the spectrum p is symmetric with respect to the real axis. The spectrum p of
a discrete-time system with delay (2.1) consists of a finite amount N > n of numbers \,, € C,
m =1, N, in general. Iff §; = 0 for all i =1,n, k = 1,7 in the equation (2.2), then the spectrum p
consists of exactly n points (with accounting the multiplicity). Consider the problem of assigning
an arbitrary n-point spectrum p for the system (2.1) by constant control.

Definition 3. We say that the system (2.1) is arbitrary n-point spectrum assignable by constant
control if for any 7; € K, i = 1, n, there exist u € K", v € K® such that:

PA) = A"+ 1A+ L+
Theorem 3. Suppose that the matrices of the system (2.1) have the special form (1.7), (1.8),
(1.9). Then the system (2.1) is arbitrary n-point spectrum assignable by constant control iff

conditions (1.14), (1.15) hold.

The proof of Theorem 3 is identical to the proof of Theorem 1.
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Corollary 2. Suppose that the matrices of the system (2.1) have the special form (1.7), (1.8),
(1.9). Suppose conditions (1.14), (1.15) hold. Then the system (2.1) is asymptotically stabilizable
by constant control.

For the system (2.1), consider the truncated system
a(t+1) = (Ao + Zuj j)a(t) (2.3)

Denote by X (t,s) the transition matrix of the free system z(t+1) = Agz(t). Hence, X(t,s) = A%,
t > s.

Definition 4. The system (2.3) is said to be consistent on [tg,t1) C Z [16] if, for any matrix
H € M,(K), there exists a @(t) = col (41(t),...,U,(t)), t =to,...,t; — 1, such that the solution of
the m x m-matrix initial value problem

T

Z(t+1) = AgZ(t) +Z a;(H)A) X (tto),  Z(to) =0,

satisfies condition Z(t1) = H.

The property of consistency was introduced in [16] for discrete-time systems (2.3), which are not
necessarily time-invariant. Consistent systems (2.3) with discrete time were investigated in [16,17].
[t was proved in [17, Assertion 3] that, for time-invariant system (2.3) with a cyclic matrix Ag (in
particular, with Ag of the form (1.7)), the property of consistency is sufficient for condition (1.14)
to be fulfilled. Thus, the following theorem holds.

Theorem 4. Suppose that the matrices of the system (2.1) have the special form (1.7), (1.8),
(1.9). Suppose that the truncated system (2.3) is consistent, and condition (1.15) holds. Then the
system (2.1) is arbitrary n-point spectrum assignable by constant control.

Remark 4. Suppose that system (2.1) does not have delay, i.e., B, =0, £ =0,r. Then condition
(1.15) holds. In that case, Theorem 4 coincides with the assertion (1 = 3) of Theorem 6 in [17].
Thus, Theorem 3 together with Theorem 4 extends Theorem 6 of [17] from bilinear systems without
delay (2.3) to bilinear systems (2.1) with delay. O

Remark 5. The condition » > n is obviously necessary both for condition (1.14) and for the
property of consistency of the truncated system (see [14, Corollary 5] for continuous-time systems
and [17, Corollary 7] for discrete-time systems). Nevertheless, there is no necessary estimation to
s for condition (1.15) to be fulfilled.

§ 3. Example

Consider an example illustrating Theorem 1. Suppose K=C, n=3,r=3, s =2, p =2 and
matrices of the system (1.1) have the following form:

010 0 00 000 0 0 0
Ao=[0 0 1|, 44=|-1 0 0|, A4a=1i 0 0], As3=[0 —i 0],
100 1 00 0 i 0 i 0 0
(3.1)
000 0 0 0 0 0 0
Bo=|0 i o, Bi=[i 1 o], Bo=[1 -1 0].
100 0 —i 0 i —1 0
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Matrices (3.1) of the system (1.1) have the special form (1.7), (1.8), (1.9). We have a; =0, as =0,
az = —1. Let’s calculate the matrices (1.24), (1.12), (1.13):

100 0 0 —i 1 -1 i
G=|0 10| Ib=(-12 ol n=[0o ol 4 =10l (3.2)
00 1 1 0 i 0 1

Obviously, conditions (1.14), (1.15) hold. Hence, by Theorem 1, the system (1.1) with the matrices
(3.1) is arbitrary finite spectrum assignable by constant control. Let us construct that control
u € K3, v € K2. Suppose, for example, that:

g\ = (A +1)3
We have v; = 3, 79 = 3, v3 = 1. Hence,
wo = col (ag — 1,9 — Y2, 3 — y3) = col (=3, -3, —2). (3.3)
Resolving the systems (1.25), (1.26) with coefficients (3.2), (3.3), we obtain
u = col (=5,4i,—-3i), v =col(0,1). (3.4)

The system (1.1) with the matrices (3.1) and with the control (3.4) takes the form

0 1 0 0 0 O
zt)=1 -3 1]z@®)+ |7 0 0]z(t—h). (3.9)
-1 -4 0 0 — 0

Calculating the characteristic function for the system (3.5), we obtain that
p(N) = (A +1)°%

In particular the system (3.5) is asymptotically stable. O
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3agaya Ha3HayeHHUs] KOHEUHOTO CIIEKTPa B GUIIMHENHBIX CHCTeMaXx C 3amna3JgbIBaHMEeM B COCTOSHUM

Iurara: BecTHUK YomypTckoro yHuBepcutera. Martematnka. Mexanuka. Komnblotepusie Hayku. 2019. T. 29.
Bem. 1. C. 19-28.

Karouesvie crosa: nuHeliHble CUCTEMBI C 3aMa3/blBaHUEM, YIpaBJeHHe CIIEKTPOM, cTabunansaius, OuanHeHHas
cucTeMa.
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PaccmarpuBaercs 6uuHeliHas yripaBJ/sieMas CUCTeMa, 3aaHHast JUHEHHON CTalMOHAPHOH cucTeMol nuddepeH-
LMaJbHBIX YPaBHEHHH C 3ama3fiblBaHHeM B cocTosiHUM. Mcenenyerces 3afaua Ha3HaueHUs! MPOH3BOJIbHOTO KOHeY-
HOTO CIIeKTpa MOCPEeACTBOM CTAllMOHApPHOTO yrpaBJeHus. TpebyeTcss MOCTPOUTH MOCTOSHHBIH BEKTOpP yIIpaBie-
HUSl TaKUM 06pa3oM, YTOObl XapaKTepPUCTHUECKUH KBAa3WUIOJUHOM 3aMKHYTOH CHCTeMbl 00pallaJcsi B MOJHHOM
C TIPOM3BOJIbHBIMH Harmepen 3aJaHHBIMU Ko3ddhduuueHntamu. [losyueHsl ycioBUs Ha KO3(h(OUIHEHTH CHCTEMBI,


https://doi.org/10.23919/ACC.1993.4793026
https://doi.org/10.1109/9.186331
https://doi.org/10.20537/vm160402
https://doi.org/10.1134/S0012266110120128
https://doi.org/10.1134/S0012266110070153
https://doi.org/10.1109/stab.2018.8408365
https://zbmath.org/?q=an:1049.93504
https://doi.org/10.1134/S001226611110120
https://doi.org/10.1134/S0012266112060092
https://doi.org/10.1134/S001226611411007X
https://doi.org/10.1134/S0012266115040084
mailto:verba@udm.ru
mailto:kimingeral@gmail.com
https://doi.org/10.20537/vm190102

28 V. A. Zaitsev, 1. G. Kim
MATHEMATICS 2019. Vol. 29. Issuel

NPU KOTOPBHIX Hal/leH KPUTEPHH Pa3pellnMOCTH NAaHHOH 3a/lauy Ha3HaueHHUsl KOHeUHOro crekTpa. Kputepuii Bbi-
pakeH B TEPMHUHAX PaHI'OBHIX YCJOBHUH I/ MaTpULL CllelHabHOro BUa. [lokasaHa B3aUMOCBSI3b 3THX PAHTOBBIX
YCJIOBUH CO CBOHCTBOM COIJIaCOBAHHOCTH yCeueHHOH cucTeMbl 6e3 3amasiapiBaHusl. [losyyensl ciencTeus o cra-
6unusauny OUJIMHEHHOH CUCTeMBl C 3amasjbpiBaHueM. PesynbTaTel 000011al0T MOJy4YeHHble paHee pe3yJabTaTbl
0 Ha3HAueHWH CMeKTpa MJs JHUHEHHBIX CUCTEM CO CTaTHYeCKOH oOpaTHOH CBS3bI0 MO BBIXOAY C 3ara3iblBa-
HUeM U s OUJIMHEHHBIX crucTeM 6e3 3anasnabpiBaHus. [losydeHHble pe3y/ibTaThbl MepeHOCATCsS Ha OGUJIMHEHHble
CUCTeMBI C 3aMa3/blBaHHEM C AHCKPETHBIM BpeMeHeM. PacCMOTpeH HJIIIOCTPUPYIOLIME NpUMep.

®dunaHcupoBanue. Pabora BhilogHeHa npu nopnep:kke Poccuiickoro doHna (yHAaMeHTaJbHBIX HCCJeI0Ba-
Huil (mpoekt Ne 18-51-41005) u MuHnucrepcTBa HayKH U Bhiciiero o6pasosanust P® B pamkax 6a3oBoit yacTtu
rocsananusi B cepe Hayku (nmpoekt Ne1.5211.2017/8.9).
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