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The paper deals with an extremal routing problem with constraints. In the general formulation, it is
assumed that the objects of visiting are any non-empty finite sets — megalopolises. The main applied
problem considered in this study is the tool path optimization problem for CNC sheet-cutting machines,
known as the Cutting Path Problem. This problem arises at the stage of developing control programs for
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completed. As applied to the Cutting Path Problem, the dependence of the objective function on the task
list makes it possible to reduce thermal deformations of the material during cutting. The chapter provides a
mathematical formalization of an extremal routing problem with additional constraints, a description of the
method, and the exact algorithm obtained with its help. The order of task execution, the specific trajectory
of the process, and the starting point are optimized.
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Introduction

The study considers the problem of movement routing with various constraints. Among the
latter, we highlight precedence constraints, as well as those of a dynamic nature, arising during
the process when certain tasks are performed. With proper formalization, a problem statement
arises, conceptually close to discrete control problems of large dimension (meaning discreteness
both in time and in phase state). Several objects are optimized, including the starting point, order
of task execution (hereinafter referred to as the route), and a specific trajectory; we call this triplet
the routing process. This approach can be applied to the task of minimizing the radiation dose
when dismantling radiation-hazardous facilities (see [1, 2]) and the tool path routing problem for
CNC sheet-cutting machines in mechanical engineering (see [3, 4]); other applications also exist.
We focus on the application of the developed methods in mechanical engineering in this article,
following the monograph [3]. The initial task of controlling the cutting tool with precedence and
dynamic constraints is converted to a strict mathematical statement of the optimization problem
in the class of the aforementioned routing processes. The goal is to find the global extremum
and the corresponding optimal solution. The elements of the general theory and the optimal
algorithm constructed on its basis, implemented on a multi-core PC, are explained. The method
used is based on broadly understood dynamic programming (DP) that takes into account the
precedence constraints. Concepts and notations from [3, Part II] are used, as well as meaningful
constructions [3, Part I].
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The problem under consideration has as its prototype the well-known traveling salesman
problem, TSP; see [5–10]. However, essential qualitative features (the presence of constraints,
first of all) motivate the need for a specialized theory; see [1–4, 11]. In this paper, we single
out [3], where, considering an actual engineering problem, a number of fundamental provisions
of a theoretical nature are demonstrated including the use of DP as a general method for solving
various applied problems.

The problem of tool routing for CNC sheet-cutting machines, known as the Cutting Path
Problem or Tool Path Problem [12], is considered primarily. It arises during the development
of control programs for a CNC machine, which set the trajectory of the tool and a number of
technological commands, determining the parameters of cutting sheet material to get the parts
of known shapes and sizes. The input data for modeling the route of the tool for the CNC
machine is the information about the positions of all the parts that is generated at the appropriate
development stage after solving the “nesting” problem [13, 14]. From the point of view of
geometric optimization, this problem belongs to the class of cutting and packing problems [15],
for which, as well as for routing optimization problems, no algorithms of polynomial complexity
are known. The nesting problem is beyond the scope of this paper.

Generally speaking about the problem of tool path optimization for CNC sheet-cutting equip-
ment, it should be noted that there is still no common theoretical basis for solving this problem
so far. Almost no works describe exact algorithms, used to solve tool routing problems. Separate
groups of scientists are known, who are studying special cases of this problem. In addition,
several Computer-Aided-Manufacturing (CAM) systems contain a special module to solve some
optimization problems, e.g. minimizing air motion; however, this does not ensure compliance
with the technological requirements for CNC cutting machines and does not allow getting cutting
routes, close to optimal from the point of view of the integrated criterion of the cost of cutting
taking into account the working stroke of the tool, the cost of piercing, etc. However, when
combined with interactive design methods, they provide rational and technologically acceptable
options for tool path development for CNC sheet-cutting machines. It should be emphasized that
algorithms implemented in commercial software are not described in scientific literature.

Probably the first attempt to classify tool path problems was made by Hoeft and Palekar [16].
Among modern scientists who conduct similar research, Devil and his colleagues should be

singled out [12, 17–19]. These works make an attempt to link the features of laser cutting with
routing algorithms. The work [17] provides an overview of routing algorithms, related to curly
sheet cutting on CNC machines.

The authors categorize the existing literature on routing for six classes of problems: continu-
ous cutting task (CCP), endpoint cutting problem (ECP), intermittent cutting task (ICP), polygon
traversal problem (TPP), traveling salesman problem (TSP), and the generalized traveling sales-
man problem (GTSP). All of the above classes of problems, except for CCP, use discrete math-
ematical models. The routing problem in general cutting can be thought of as an ICP. However,
the ICP literature is very scarce, and most scientific articles are limited to solving problems of
other classes (see, in particular, [20]).

Many Russian scientists have also investigated the cutting path problem. The first papers about
the optimization of the sheet cutting route for CNC machines were published by Frolovsky [21]
and Verkhoturov [22]. The authors used simple graph and combinatorial mathematical models,
reduced to the classical traveling salesman problem without additional constraints. However, these
works were not continued. In recent years, several publications by Panyukov and Makarovskikh
on this subject appeared [23–25], involving the use of a combined cutting technique for the tool
path of a CNC machine. Note that these works can actually be attributed to the class of works
only routing in graphs, although they are announced as works on tool routing for CNC laser
machines, since in these works a computational experiment is completely absent and the issues
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of technological admissibility of the implementation of the resulting trajectories on CNC sheet-
cutting machines are poorly investigated. The reason for this is that the graph model cannot take
into account all the geometric aspects of the cutting map, which is the initial information for
solving practical problems of constructing feasible options for the tool route.

The work [26,27], based on the introduced concepts of a “cutting segment” and “basic cutting
segment”, managed to distinguish a fairly wide subclass of problems in the ICP class, which boil
down to the CCP and GTSP classes. The cutting segment here is defined as the tool path between
the pierce point and the corresponding tool switch-off point, and the base segment is the part of
the cutting segment without the initial part of the path between the pierce point and the tool entry
point into the contour, and the end part between the contour exit point and the tool switch-off
point. This concept made it possible, in particular, to solve problems of different classes, in which
it is possible to use different cutting techniques within the same route, including “combined cut”,
“multi-contour cutting” [3, Part I], etc. We must immediately make a reservation that within
the framework of this article, we do not consider optimization problems of the CCP class using
continuous models, since for them, the issue of guaranteed obtaining the global extremum remains
practically unexplored.

In general, we note once again that the research of the cutting path problem, as a rule,
concerns the development of separate algorithms for only one of the above classes in [17]. At the
same time, these studies often do not take into account the important technological limitations of
sheet cutting on CNC machines, limiting themselves only to the conditions of precedence. The
greatest difficulty is presented by the so-called “dynamic constraints” [28] generated by thermal
deformations of the material and causing changes in the formal mathematical conditions of the
problem in the process of constructing the tool path of a CNC machine. To account for this kind
of restrictions, at present, basically, two approaches are applied:

(1) formalization of heuristic rules, developed by experienced technologists for routing the tool
in interactive mode;

(2) the use of engineering analysis systems for modeling temperature fields in the material
arising in the thermal cutting process.

The first approach includes the rule of “part hardness”, which limits the choice of feasible
tie-in points at the part selected for cutting, and the rule of “sheet hardness”, which, in turn, when
forming a route, imposes restrictions on the choice of the next part to be cut (see [3, Part I], [28]).
The second approach is implemented, for example, in the works [29, 30].

From other works, to one degree or another taking into account the thermal deformations of
the material when modeling the cutting route, we note [19, 31–33]. The work [31] proposes a
parallel constraint programming approach for routing laser cutting with explicit precedence con-
straints and implicit consideration of thermal constraints. The authors emphasize the importance
of considering all practical routing considerations already in the nesting phase. However, no
follow-up studies aimed at solving this complex problem have been published. The work [29]
developed more accurate and faster thermal estimation methods. While this line of research is
encouraging, a more detailed study of the problem of the relationship between material tempera-
ture and acceptable route options is required. Sensor solutions for laser cutting are rarely used in
practice. In [19], a coaxial photodiode-based monitoring system was developed and investigated
for 4 kW fiber laser cutting of mild and stainless steel thick plates.

It is important to note that [12,19,30] show a practical possibility of using heuristic approaches
of the theoretical model of GTSP /megalopolises for the tool route modeling problem for thermal
cutting machines with simultaneous control of material temperature. At the same time, the results
of calculations presented in all works, taking into account the thermal aspects for the CNC
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machine, look not very convincing in terms of real optimization of the time and cost of the cutting
process. The main reason for this is that the proposed techniques for reducing the problems of
thermal distortion of material when cutting are mainly of a qualitative nature. It is sufficiently
reliable to assert that until now, no accurate numerical data has been obtained on the magnitude
of geometric distortions of parts when choosing one or another cutting route, depending on
the degree of fulfillment of heuristic rules of “stringency” or depending on the distribution of
temperature fields at thermal cutting. It is clear that the magnitude of thermal deformations
is also determined by the brand and thickness of the material, as well as the features of the
equipment. The features of the equipment include, first of all, the technology used for sheet
thermal cutting (laser, plasma, gas). Research in this area has not actually been carried out.
Therefore, the mathematical formalization of dynamic constraints in tool routing tasks causes
obvious difficulties, in contrast to tasks related to nuclear power, where these restrictions are set
naturally [1, 2].

On the other hand, when optimizing the tool path for CNC waterjet cutting machines, the
dynamic constraints are often not taken into account because it is not necessary. It is only
important to take into account the conditions of precedence.

Due to this, efficient algorithms for solving classical routing problems of discrete optimization
are of certain interest for tool path generation of CNC sheet-cutting machines.

If we talk about algorithms using the classical model of the generalized traveling salesman
problem, then there are two main approaches in their development. The first approach is associ-
ated with the development of accurate algorithms for special cases and approximation algorithms
with theoretical guarantees of performance, the second is based on the application of various
heuristics and meta-heuristics.

As part of the first approach, we note the branch and bound and branch and cut algorithms
(see, for example, [34]) and polynomial-time approximation schemes for some special cases [35].
We also note the studies of the TSP problem with the dependence of the cost of movements on
time [36, 37] and with the “dependency on prehistory” [38]. The latter dependence in terms of
its semantic content corresponds to the function of cost “depending on the list of tasks” [1, 2],
which can be used to construct an admissible (from the point of view of thermal deformations
of the material) trajectory of a CNC machine tool for thermal cutting. The second approach is
mainly represented by works in which the GTSP model is used in its most general form without
any additional restrictions. So, Gutin and Karapetyan [39] proposed an efficient memetic algo-
rithm. The work [40] extended the famous heuristic Lin–Kernighan–Helsgaun solver to the GTSP,
and [41] developed powerful meta-heuristics of GNLS, which today is the most effective. In the
case of a GTSP with precedence conditions of arbitrary form, algorithmic results still remain
rather few in number. We can note heuristics [42] and the specialized algorithm based on the
branch-and-bound method idea [43].

We also note recent works using both models of classical meta-heuristics and specialized
heuristics [44, 45].

Note that classical meta-heuristics are also actively used when solving problems of routing
the tool of CNC machines for machining (see, for example, [46–48]).

Returning to the optimization problems of sheet cutting, we also note the work [49], which
explores an approach based on the technological method of leaving “jumpers” in the process of
thermal cutting to increase the rigidity of sheet material and reduce the geometric deformations
of parts.

The above-mentioned articles demonstrate that works for optimal tool routing for sheet-cutting
machines are actively developing, and this topic needs a more structured scientific approach.
Within the framework of this topic, there are two relevant directions:
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(1) development of precise algorithms and algorithms with guaranteed estimations;

(2) adequate consideration of the dynamic constraints of thermal cutting.

The following is a rigorous mathematical formalization of the problems of routing with con-
straints and cost functions, depending on the list of tasks, the study of which, in particular, allows
getting optimal solutions for a variety of tool routing problems for sheet-cutting NC machines,
including tasks with some types of “dynamic” constraints.

§ 1. Summary of notation

We use standard set-theoretic notation; ∅ denotes an empty set, ≜ means equality by def-
inition. A set consisting of sets is called a family. For any two objects x and y, {x; y} is an
unordered pair of them: the set {x; y} contains x, y and no other elements. For any object z,
{z}≜{z; z} is a singleton, containing z. Sets are objects themselves. If a and b are objects,
then [50, 67] (a, b)≜{{a}; {a; b}} is an ordered pair with the first element a and the second b.
For any ordered pair h, its elements are pr1(h) and pr2(h), that is

h = (pr1(h), pr2(h)).

If x, y, and z are objects, then (x, y, z)≜((x, y), z) is their ordered triplet. Respectively,
A × B × C = (A × B) × C for any three sets A, B, and C; see [51, 52]. If sets A, B, C,
and D are not empty and ℧ is mapping of A × B × C in D, then for y ∈ A × B and z ∈ C,
the value of ℧(y, z) ∈ D is defined in the point (y, z) = (pr1(y), pr2(y), z), which we denote as
℧(y, z) = ℧(pr1(y), pr2(y), z).

The set H gives rise to a family P(H) of all its subsets and P ′(H)≜P(H) \ {∅} is the
family of all its non-empty subsets. Fin(H) is a family of all finite non-empty subsets H ,
Fin(H) ⊂ P ′(H). For any finite non-empty set H: Fin(H) = P ′(H). If the sets A and B are
non-empty, f is mapping (function) from A in B, and C ∈ P(A), then f 1(C)≜{f(x) : x ∈ C} ∈
P(B) is the image of C by f .

As usual, R is a real line, R+≜{ξ ∈ R|0 ≤ ξ} = [0,∞[, N≜{1; 2; . . .} and N0≜{0} ∪ N =
= {0; 1; 2; . . .}; when p ∈ N0 and q ∈ N0,

p, q ≜ {k ∈ N0|(p ≤ k)&(k ≤ q)}

(for q < p we get p, q = ∅). For a non-empty set S, R+[S] is by definition a set of all non-
negative real-valued functions on S. Every non-empty finite set K has its cardinality |K| ∈ N
and a non-empty set (bi)[K] of all bijections [52, p. 87] of the interval 1, |K| onto K; |∅|≜0.
It is clear that for m ∈ N, (bi)[1,m] is the set of all permutations [52, p. 87] of the set 1,m; if
α ∈ (bi)[1,m], then a reverse permutation α−1 ∈ (bi)[1,m] exists:

α(α−1(k)) = α−1(α(k)) = k

for k ∈ 1,m. Recall that here and below the symbolism corresponds to [3, §3.1].

§ 2. Mathematical statement of the problem

Consider a fixed non-empty set X (in practical applications [3] X is a rectangle on the
plane) and X0 ∈ Fin(X); within X , the considered movements are carried out from the starting
point X0. Let N ∈ N, N ≥ 2; we fix N sets

M1 ∈ Fin(X), . . . ,MN ∈ Fin(X), (2.1)
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hereinafter referred to as megalopolises, as well as N relations (see [50, Chapter II, § 4])

M1 ∈ P ′(M1 ×M1), . . . ,MN ∈ P ′(MN ×MN); (2.2)

Mj ⊂ Mj × Mj under j ∈ 1, N . Megalopolises (2.1) are the objects to visit, and the points
of each relation in (2.2) determine the acceptable options for tasks to perform while visiting the
corresponding megalopolis and hereinafter referred to as internal. We suppose that Mj ∩X0 = ∅
for j ∈ 1, N ; in addition, let Mp ∩ Mq = ∅ for p ∈ 1, N, q ∈ 1, N, p ̸= q. So, the sets (2.1)
are pairwise disjoint and do not intersect with X0. These assumptions are typical for the tasks
associated with sheet cutting. If j ∈ 1, N , then we assume that

(Mj≜{pr1(z) : z ∈ Mj})&(Mj≜{pr2(z) : z ∈ Mj}); (2.3)

sets (2.3) are the subsets of Mj . Equation (2.3) contains a set of possible arrivals to Mj and
departures from Mj , respectively. In connection with (2.3), we note that

(X≜X0 ∪ (
n⋃

i=1

Mi) ∈ Fin(X))&(X = X0 ∪ (
N⋃
i=1

Mi) ∈ Fin(X)).

So, X and X are nonempty finite sets. The systems of movements considered below have the
form

(x ∈ X0) → (x1,1 ∈ Mα(1) ⇝ x1,2 ∈ Mα(1)) → . . . → (xN,1 ∈ Mα(N) ⇝ xN,2 ∈ Mα(N)), (2.4)

where α is the permutation 1, N , solid arrows indicate external movements, and wavy ones
indicate performing internal work. We postulate in (2.4) that

(x1,1, x1,2) ∈ Mα(1), . . . , (xN,1, xN,2) ∈ Mα(N). (2.5)

We consider (2.4), (2.5) as an implementation of a single routing process. The choice of this
process itself must satisfy a number of constraints, among which the precedence constraints stand
out (see [8]). To introduce these constraints, we first set P≜(bi)[1, N ], so as in (2.4), (2.5) α ∈ P.
Then, P is the set of all permutations 1, N , hereinafter referred to as the route. We fix the set

K ∈ P(1, N × 1, N),

the elements of which (they all are ordered pairs) we call address pairs (i. e., K ⊂ 1, N × 1, N );
suppose that

∀K0 ∈ P ′(K) ∃z0 ∈ K0 : pr1(z0) ̸= pr2(z) ∀z ∈ K0. (2.6)

The first element of an address pair is often referred to as the sender, and the second is the
recipient (of cargo, messages, etc.). Then, as shown in [11, Part 2],

A≜
{
α ∈ P| ∀t1 ∈ 1, N ∀t2 ∈ 1, N ((α(t1), α(t2)) ∈ K) =⇒ (t1 < t2)

}
=

=
{
α ∈ P|α−1(pr1(z)) < α−1(pr2(z)) ∀z ∈ K

}
̸= ∅, (2.7)

there is (assuming (2.6)) a non-empty set of all routes (following the TSP terminology, we name
permutation of indices 1, N the route), admissible by precedence or K-admissible: we consider
the routes where the sender is visited earlier for any address pair than the recipient. Going back
to (2.4), we introduce the trajectories, consistent with routes. First, we introduce the set Z of
all the tuples (zi)i∈0,N : 0, N −→ X ×X. If x ∈ X0 and α ∈ P, then the set of all trajectories,
starting from x and matched with α, has the form

Zα[x]≜{(zi)i∈0,N ∈ Z| (z0 = (x, x))&(zt ∈ Mα(t) ∀t ∈ 1, N)} ∈ Fin(Z). (2.8)
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From (2.8), one can see that the trajectories from Zα[x] strictly implement the scheme (2.4),
(2.5). For x ∈ X0, we get

D̃[x]≜{(α, (zi)i∈0,N) ∈ A× Z| (zi)i∈0,N ∈ Zα[x]} ∈ Fin(A× Z); (2.9)

(2.9) is the set of all feasible solutions to a particular problem starting from x, we call it an
x-problem. Finally, we assume

D≜{(α, (zi)i∈0,N , x) ∈ A × Z × X0|(α, (zi)i∈0,N) ∈ D̃[x]} ∈ Fin(A × Z × X0), (2.10)

obtaining the set of all feasible solutions to the complete problem formulated below, i. e.,
optimization in the class of routing processes. These solutions are triplets. Of course,
D ⊂ A× Z×X0.

Cost functions. Through N we denote the family of all nonempty subsets 1, N : N≜P ′(1, N).
We fix N + 2 functions

c ∈ R+[X× X×N], c1 ∈ R+[M1 ×N], . . . , cN ∈ R+[MN ×N], f ∈ R+[M], (2.11)

where M is a union of all sets Mi, i ∈ 1, N . So, M1 ⊂ M, . . . ,MN ⊂ M.
We assume that the function c evaluates external movements, i. e., ones between cities, as

well as one from points of the set X0 to megalopolises. For j ∈ 1, N , the function cj evaluates
the performance of internal works, related to visiting Mj . Finally, the function f evaluates the
terminal state (point xN,2 in (2.5)). As seen from (2.11), one of the arguments of the functions c,
c1, . . . , cN is an element of the family N, i. e., a non-empty subset 1, N , hereinafter referred to as
a list (of tasks). In subsequent theoretical constructions, it can be considered as the list of tasks
not completed so far, which is typical for dismantling problems, associated with the maintenance
of nuclear power plants and the elimination of possible accidents; see [1, 2]. In the case of curly
sheet cutting (see [3]), here occurs (due to dynamic constraints) the need to use dependency on the
list of already completed tasks; thus, by imposing appropriate penalties, it is possible to take into
account the constraints of a dynamic nature (see [53]). (The idea of penalties for the formation of
a “bad” section of the route creates an effective mathematical mechanism for formalizing heuristic
technological constraints when obtaining new data on the degree of technological feasibility of
the resulting solution). However, introducing the complement of such a list to 1, N , one can also
reduce this case to the application of dependencies (2.11). So, our model is sufficient. Further,
the additive criterion is optimized. To introduce this criterion, assume that when x ∈ X0, α ∈ P
and (zi)i∈0,N ∈ Zα[x] we suppose

Cα[(zi)i∈0,N ]≜
N∑
i=1

[c(pr2(zi−1), pr1(zi), α
1(i, N)) + cα(i)(zi, α

1(i, N))] + f(pr2(zN)). (2.12)

So in (2.12), we summarize the cost indicators for external movements, for interior work
and the terminal state (in the case of sheet cutting, one of the important options (2.12) is the
cumulative execution time for all tasks; here, however, there is a significant transformation of
the setting in comparison with the original substantive problem at the stage of reduction to the
scheme (2.4), (2.5); see [3, § 3.3]). Taking into account (2.12), we obtain for x ∈ X0 a particular
problem (x-problem)

Cα[(zi)i∈0,N ] −→ min, (α, (zi)i∈0,N) ∈ D̃[x], (2.13)

which is characterized by the extremum V [x] ∈ R+ (the smallest of the numbers Cα[(zi)i∈0,N ],

(α, (zi)i∈0,N) ∈ D̃[x]) and the (non-empty finite) set

(SOL)[x]≜{(α0, (z0i )i∈0,N) ∈ D̃[x]|Cα0 [(z0i )i∈0,N ] = V [x]} ∈ P ′(D̃[x]) (2.14)
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of all optimal solutions (starting from x); so, (2.14) is a non-empty finite set. As

Cα[(zi)i∈0,N ] −→ min, (α, (zi)i∈0,N , x) ∈ D, (2.15)

we have a complete problem characterized by a (global) extremum

V≜ min
(α,(zi)i∈0,N ,x)∈D

Cα[(zi)i∈0,N ] = min
x∈X0

V [x] ∈ R+ (2.16)

and a (nonempty finite) extreme set

SOL≜{(α, (zi)i∈0,N , x) ∈ D|Cα[(zi)i∈0,N ] = V} ∈ Fin(D). (2.17)

Elements of (2.17) are optimal routing processes and only they. Due to (2.16), we also note
the following subsidiary start point optimization problem

V [x] −→ min, x ∈ X0, (2.18)

having an extremum V (see (2.16)) and extreme set

X0
opt≜{x0 ∈ X0|V [x0] = V} ∈ P ′(X0). (2.19)

Theorem 1. If x0 ∈ X0
opt and (α0, (z0i )i∈0,N) ∈ (SOL)[x0], then

(α0, (z0i )i∈0,N , x
0) ∈ SOL. (2.20)

P r o o f. We fix x0 and (α0, (z0i )i∈0,N) according to conditions. Then (see (2.19)) V [x0] = V,

(α0, (z0i )i∈0,N) ∈ D̃[x0]. (2.21)

In particular, (α0, (z0i )i∈0,N) ∈ A × Z has the property (z0i )i∈0,N ∈ Zα0 [x0]. Then
(α0, (z0i )i∈0,N , x

0) ∈ D due to (2.10), (2.19) and (2.21). Moreover, according to (2.14), we
have by choice x0 that Cα0 [(z0i )i∈0,N ] = V [x0] = V. Taking into account (2.17), we now obtain
the required property (2.20). □

From Proposition 1, it follows that the solution to the problem (2.15) can be found according
to the following scheme: 1) finding x0 ∈ X0

opt; 2) the solution to the problem (2.13) for x = x0;
3) using (2.20).

To solve the problem (2.15), we use a general approach, associated with the use of a non-
standard DP option. We are talking primarily about the research of the evolution of the extremum
of partial problems. In this case, we build a DP procedure, taking precedence constraints into
account, see (2.7). They are the restriction on “the whole” route, which makes it difficult to
implement the DP design, dating back to the work of Bellman [9]. In this regard, the stage
of expanding the main task, realizing the construction of a system of partial tasks, includes
(see [11, Part 2]) the transformation of the system of constraints itself: precedence admissibility is
replaced by strike-through tolerance for tasks from the list. It turns out (see [11, Theorem 2.2.1])
that in the full (original) problem, such a replacement does not lead to a change in the stock
of feasible solutions. This allows using strike-through tolerance in the DP design related to
the implementation of current movement constraints, that is (within the meaning of) stepwise
restrictions. These theoretical constructions, related to the derivation of the Bellman equation
(see the simplest version in [11, Part 3]) are not considered in this paper.
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§ 3. Concretization of the general setting

Let us very briefly recall some of the constructions of [3, § 3.3]. We assume here that X
is a rectangle on the plane: X = [0, a] × [0, b], where a ∈ R+ \ {0} and b ∈ R+ \ {0}. So,
a > 0 and b > 0. Nesting is fixed; contours of pairwise disjunct parts are indicated. Each part
has one external and, maybe, multiple inner contours (see [3, § 3.2]). In practice, the contours
are surrounded by equidistant lines close to them. For the sake of simplicity, however, we
will consider them coinciding with the contours, that is, cutting will go along the contours. For
technological reasons, cutting the inner contours of the part (if any) must precede cutting the outer
contour. Thus, a natural variant of precedence constraints arises. We suppose that next to each
contour, the possible piercing points and their corresponding cut-off points are positioned: the
punch-in procedure is sampled appropriately. As a result, non-empty finite sets — megalopolises —
arise, elements of which are pierce points and the tool switch-off points. Points of these two types
are grouped in pairs. For any megalopolis Mj the relation Mj consists of ordered pairs; elements
of each such pair are the pierce point and the corresponding tool switch-off point. One precedence
constraint option has already been noted above. Other options are also possible; for example, the
rule can be used: the “large” parts are cut first. Among other restrictions, we now note thermal
tolerances (see [53]), which correspond to the heuristic rule of “part stiffness” [3]. This means
ensuring the situation, where a sufficient “amount” of uncut metal remains next to pierce and tool
switch-off points, thus allowing appropriate heat dissipation for the case of thermal cutting. A
more detailed description of mathematical formalizing for this additional constraint belonging to
the class of dynamic constraints can be found in [53].

In the cutting model in question, the actual time of contour cutting is excluded as it remains
the same for all solutions and can be easily accounted for by introducing an additional term.
However, the described model can be easily generalized to the case of multi-contour cutting,
when several parts are cut within one cutting segment, while the pierce point and tool-off point
may not coincide (an example will be given at the end of the paper).

Time spent during air movement is an objective function for external movements. The termi-
nal state is assessed in a similar way: we take into account the travel time to the parking point in
idle mode. The cost of interior work is obtained by summing the two components. One of them
is determined by the sum of times spent on moving from the pierce point to the beginning of the
cut, and from the latter to the tool switching-off point (movement in metal at the working speed).
The second component is determined by the penalty function and appears in the case of thermal
tolerance violation. It is assumed that the starting point of the cut matches each pair of pierce
and switch-off points. Thus, the value (2.12) is obtained for each routing process. See details
in [3, Part 1, Chapter 3] and also in [53].

§ 4. Dynamic programming (algorithmic version); building an optimal solution

Let us go back to a very general statement of the section 2. It relies on general assumptions
going back to [11, § 4.9]. We will now restrict ourselves to the presentation of solution schemes
in the form of an algorithm at the functional level, highlighting the main stages of construction.
First, we introduce the deletion operator (tasks from the list) I : N → N, operating on N by the
rule: for K ∈ N the list I(K) ∈ N is defined as follows:

I(K)≜K \ {pr2(z) : z ∈ Σ[K]}, (4.1)

where Σ[K]≜{z ∈ K|(pr1(z) ∈ K)&(pr2(z) ∈ K)}. The properties of this operator are discussed
in detail in [11, Part 2] (see, in particular, [11, § 2.2]).

1) Building essential task lists. Recall that we call non-empty subsets 1, N lists (of tasks);
so, a list is of elements of the family N. Among all kinds of lists, we highlight some, important
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for the purposes of constructing the Bellman layer functions. Moreover, referring to these layers,
we refuse to count the entire array of this function values. We suppose

G≜{K ∈ N|∀z ∈ K (pr1(z) ∈ K) =⇒ (pr2(z) ∈ K)}; (4.2)

G ⊂ N. We call sets that are elements of the family (4.2) the essential lists (see [11, § 4.9]).
Let us introduce a ranking by cardinality: Gs≜{K ∈ G|s = |K|} ∈ P(G) ∀s ∈ 1, N. Then
{G1; . . . ;GN} is a split G, GN = {1, N} (singleton) and G1 = {{t} : t ∈ 1, N \K1}, where

K1 = {pr1(z) : z ∈ K}. (4.3)

So, K1 ⊂ 1, N . Finally, Gs−1 = {K \ {t} : K ∈ Gs, t ∈ I(K)} for s ∈ 2, N ; see [3, § 3.5].
So, we got a recurrent procedure for constructing essential lists GN −→ GN−1 −→ . . . −→ G1.

2) Constructing layers of position space. We build (see [11, § 4.9]) the sets D0, D1, . . . , DN ,
of pairs (x,K), x ∈ X, K ∈ G, referred to as positions. We therefore call those sets
D0, D1, . . . , DN layers of position space. Let us suppose (see (4.3))

(DN≜{(x, 1, N) : x ∈ X0})&(D0≜{(x,∅) : x ∈
⋃

i∈1,N\K1

Mi}. (4.4)

By (4.4), the extreme layers of the position space are defined. If s ∈ 1, N − 1 and K ∈ Gs,
then we consistently build

Js(K)≜{j ∈ 1, N \K|{j} ∪K ∈ Gs+1} ∈ P(1, N \K),

Ms[K]≜
⋃

j∈Js(K)

Mj ∈ P(X),

Ds[K]≜{(x,K) : x ∈ Ms[K]} ∈ P(X × Gs).

Now we define the intermediate layers. We assume that for s ∈ 1, N − 1

Ds≜
⋃

K∈Gs

Ds[K];

Ds ∈ P(X × Gs). Thus we defined all the sets D0, D1, . . . , DN . They are non-empty (see [11,
Proposition 4.9.3] with a simple adaptation of notation). Note the easily verified key property

(pr2(z), K \ {j}) ∈ Ds−1 ∀s ∈ 1, N ∀(x,K) ∈ Ds ∀j ∈ I(K) ∀z ∈ Mj. (4.5)

3) Building layers of the Bellman function. We build functions sequentially v0 ∈ R+[D0],
v1 ∈ R+[D1], . . . , vN ∈ R+[DN ]. Within the framework of our algorithm, the construction of
the mentioned functions (layers) is performed by a recurrent procedure (see [11, § 4.9], [53]). We
define the initial function v0 ∈ R+[D0] by the condition

v0(x,∅)≜f(x) ∀x ∈
⋃

i∈1,N\K1

Mi; (4.6)

taking into account the second relation in (4.4). Let s ∈ 1, N and the function vs−1 ∈ R+[Ds−1]
is already constructed. Taking into account (4.5), we get all the values

vs−1(pr2(z), K \ {j}) ∈ R+, (x,K) ∈ Ds, j ∈ I(K), z ∈ Mj.
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With this in mind, we construct the function vs ∈ R+[Ds] with the following rule: for
(x,K) ∈ Ds

vs(x,K)≜ min
j∈I(K)

min
z∈Mj

[c(x, pr1(z), K) + cj(z,K) + vs−1(pr2(z), K \ {j})]. (4.7)

see, in particular, [3, (4.3.13)]. So, (4.7) defines a transformation of vs−1 into vs. We get a
recurring procedure

v0 −→ v1 −→ . . . −→ vN . (4.8)

Note 4.1. It is important to note that (as in [54] for a slightly different task) when we need to
find only the extremum V and the optimal starting point, implementing (4.8) requires saving in
the computer memory at each step only one of the functions v0, v1, . . . , vN . Indeed, for s ∈ 1, N
building vs requires only vs−1 which must be stored in the memory. This circumstance determines
a more economical (in terms of memory resources) variant of the procedure (4.8). Note, however,
that all of the above functions v0, v1, . . . , vN are required to construct an optimal solution.

Returning to the general version (4.8), note that the final of this procedure is the construction
of the function vN ∈ R+[DN ]. It is important to note that

V [x] = vN(x, 1, N) ∀x ∈ X0. (4.9)

This property is a consequence of the fact that all functions in (4.8) are restrictions of the
single Bellman function (optimal result functions) onto the layers of the position space.

In this regard, we note [11, § 4.9], [53] (see also [3, (4.3.1)]). Due to (4.7), (4.9), we get for
x ∈ X0 that (see (4.4)) V [x] is realized as

V [x] = min
j∈I(1,N)

min
z∈Mj

[c(x, pr1(z), 1, N) + cj(z, 1, N) + vN−1(pr2(z), 1, N \ {j})]. (4.10)

4) Finding the optimal starting point. Due to (4.9), after the implementation of the proce-
dure (4.8), we have the dependency V [·] defined as

x 7−→ V [x] : X0 −→ R+,

which is completely determined by the function vN . Therefore, to solve the problem (2.18), one
should minimize vN . Indeed, using (2.16) and (4.9) we define V ∈ R+ according to the rule

V = min
x∈X0

vN(x, 1, N), (4.11)

and the optimal starting point x0 ∈ X0
opt can be found using x0 ∈ X0 and also

V = vN(x
0, 1, N). (4.12)

Thus, based on (4.8), it is possible to solve the problem (2.18) (see (4.11), (4.12)); moreover,
this can be done with some savings in the memory (see Note 4.1). So, we obtain V and x0.

5) Building an optimal solution. At this stage, a solution is determined from the set (2.17).
We solve the problem (2.13) for x = x0. We use the value V ∈ R+ and the point x0 ∈ X0

opt,
found at the previous step (see (4.11), (4.12)). We define z0≜(x0, x0). In what follows, we use
the fact that, according to (4.7), (4.9) and (4.10)

V = vN(x
0, 1, N) = V [x0] =

= min
j∈I(1,N)

min
z∈Mj

[c(x0, pr1(z), 1, N) + cj(z, 1, N) + vN−1(pr2(z), 1, N \ {j})]. (4.13)
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Recall that (x0, 1, N) ∈ DN due to (4.4) and (according to (4.5)) for j ∈ I(1, N) and z ∈ Mj

we get
(pr2(z), 1, N \ {j}) ∈ DN−1.

Taking (4.13) into account, we find η1 ∈ I(1, N) and z01 ∈ Mη1 , for which

V = c(x0, pr1(z
0
1), 1, N) + cη1(z

0
1 , 1, N) + vN−1(pr2(z

0
1), 1, N \ {η1}), (4.14)

which gives us (pr2(z
0
1), 1, N \ {η1}) ∈ DN−1. We use this property. Now, for the last term

in (4.14), according to (4.7), we have the equality

vN−1(pr2(z
0
1), 1, N \ {η1}) = min

j∈I(1,N\{η1})
min
z∈Mj

[
c(pr2(z

0
1), pr1(z), 1, N \ {η1}) +

+ cj(z, 1, N \ {η1}) + vN−2(pr2(z), 1, N \ {η1; j})
]
, (4.15)

where due to (4.5)

(pr2(z), 1, N \ {η1; j}) = (pr2(z), (1, N \ {η1}) \ {j}) ∈ DN−2

for j ∈ I(1, N \ {η1}) and z ∈ Mj. Using (4.15), we get η2 ∈ I(1, N \ {η1}) and z02 ∈ Mη2 , for
which

vN−1(pr2(z
0
1), 1, N \ {η1}) = c(pr2(z

0
1), pr1(z

0
2), 1, N \ {η1}) + cη2(z

0
2 , 1, N \ {η1}) +

+ vN−2(pr2(z
0
2), 1, N \ {η1; η2}), (4.16)

where (pr2(z
0
2), 1, N \ {η1; η2}) ∈ DN−2. Substituting (4.16) into (4.14), we obtain

V = c(x0, pr1(z
0
1), 1, N) + c(pr2(z

0
1), pr1(z

0
2), 1, N \ {η1}) +

+ cη1(z
0
1 , 1, N) + cη2(z

0
2 , 1, N \ {η1}) + vN−2(pr2(z

0
2), 1, N \ {η1; η2}). (4.17)

Further selection procedures, like (4.14) and (4.16), should continue until 1, N is exhausted.
This leads us to the route α0≜(ηt)t∈1,N ∈ A and trajectory (z0t )t∈0,N ∈ Zα0 [x0], having
V = Cα0 [(z0t )t∈0,N ]. Then according to (2.9) and (2.14) (α0, (z0i )i∈0,N) ∈ (SOL)[x0]. Considering
Proposition 1, (4.11) and (4.12), we get that (2.20) holds, that is, the triplet (α0, (z0i )i∈0,N , x

0) is
the optimal solution to the problem (2.15): (α0, (z0t )t∈0,N , x

0) ∈ SOL. Note that for N = 2, the
optimality of this solution directly follows from (4.17).

§ 5. The model examples: optimal solution to a complete problem

In this section, we use the concretization of the problem statement from section 3, i. e., we
consider the sheet cutting of parts. As an objective function, the total time for cutting the parts is
used, which includes the time of working cutting, the airtime time of tool moving, and the time
for piercings of sheet material.

For this option, an optimal solution will be obtained according to the scheme of the previous
section: an algorithm is built, implemented in the form of a standard program for a personal
computer. The first example shows, in fact, the limiting (in the sense of dimension) possibilities
of solving the basic problem on a PC. The optimal solution was found, but it took a lot of
time. Recall once again that within the framework of this article, we do not consider the use of
heuristics to obtain approximate solutions to the problem. So, we follow the meaningful setting
of section 3. For the sake of brevity, we will confine ourselves now to a brief description of the
task parameters. The disposition of parts is fixed, so we need to cut N = 30 contours and 16 parts
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Fig. 1. The route and trajectory of set traversal

(the details themselves are not considered, since only contours are essential for our task). It is
useful to introduce a special concept of a port, that is a triplet, containing the pierce point, the
corresponding tool switch-off point, as well as the starting point of the cut. Our model considers
visiting the ports system. The tool switch-off point is close to the pierce point. The example
assumes that the total number of pierce points (for all the contours) is 508. The number of
address pairs, determining a specific variant of the set K, is 20 in this example. This refers to the
constraints on cutting internal contours and the outer contour of the parts specified in section 3.

Megalopolises are constructed from pierce points and tool turn-off points. Their ordered pairs
form a relationship (2.2). At the same time, it is convenient to associate a set of ports with each
megalopolis. It is assumed that the minimum number of ports for a megalopolis is 4 (while the
number of “cities” of the megalopolis is 8), and the maximum number of ports for a megalopolis
is 34. The number of possible start points (cardinality of the set X0) is 58. They are located on
the sides of the original rectangle with the coordinates of the corners (0.0), (0.1000), (1900.1000),
(1900.0) evenly with a step of 100 (clockwise). The finish point has the coordinates (0, 0). All
the dimensions are specified in millimeters. The air move speed is 500 mm/s, cutting speed is
10 mm/s. Time for one piercing of material is 7 sec. It is assumed that the inner workings are
determined as the sum of the travel times in the cutting mode from the pierce point to the start of
the cut on the contour and from this point to the tool switch-off point, as well as the value of the
penalty function, defined as in [53]. For the penalty function, the length of the cutting completion
area is 100 mm, width is 25 mm, the threshold value 0.25. If more than 25 % of its area falls on
the voids in the metal or on the space outside the sheet, then the penalty function has a value of
1,000,000, otherwise 0.

For calculations, a computer with a processor Intel i7- 2630QM and 8 GB RAM running
Windows 7 (64-bit) was used. The program was developed in the C++ language, compiled with
the MinGW compiler using the Qt library. The extremum has been found after 51 min 58 sec
of calculation. The total cutting time was 3116 sec. At the same time, both the precedence
constraints and the technological requirements for the choice of pierce points are observed, which
ensure the admissibility of thermal deformations of the material through the use of the penalty
mechanism. The start point coordinates are (1600 mm, 0 mm). The optimal solution is shown in
Figure 1, where, in particular, the optimal starting point is indicated.

Figure 2 shows another example of calculating the optimal tool path when cutting 18 parts
defined by 24 contours. Possible pierce points are marked with green dots. The optimal starting
point was not calculated in this example. The extreme value of the objective function (total
cutting time) was 2338 sec. Despite the decrease in the number of contours from 30 to 24, the
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Fig. 2. Optimal cutting path for cutting of 24 contours when using the standard cutting technique

time of finding the global extremum is also quite big (16 min 25 sec). This is because the number
of precedence constraints in this example is less than in the first one. The model of megalopolises
is also applicable when using non-standard cutting techniques, in particular, the so-called “multi-
contour cutting”, which, as noted above, assumes the use of only one pierce point for cutting
two or more contours within one cutting segment. Fig. 3 illustrates an example of calculating
the optimal trajectory for the case of using the so-called “bridge” technique (a special case of
multi-contour cutting). The locations of the “bridges” connecting pairs of contours are indicated
by black ovals, and the combined parts themselves are highlighted gray color. In this example,
the time to search a global extremum was only 2 min 1 sec, since the number of megalopolises
as a result of the unification of some of them decreased to 21. In this case, the total cutting time
was 2323 sec. Adding one more bridge (see Fig. 4) reduces the time to obtain a global extremum
by half (59 sec), while the value of the extremum (total time of the sheet cutting process ) is also
slightly reduced (2318 sec). At the same time, all technological requirements for thermal cutting
of parts on CNC sheet cutting machines are met.

These examples show that the use of the model of megalopolises used as a discrete image
of “base cutting segment”, allows searching optimal solutions for problems of the GSCCP class
(Generalized Segment Continuous Cutting Problem) [27]. In all cases, the objective function
takes into account (as in the examples above) in addition to the parameters of the idle motion,
also the working cutting time and the total time for material piercing. These parameters are not
constants due to changes in the number of megalopolises and the length of the working path of
the tool. Instead of time parameters in the objective function, you can also use the cost parameters
of cutting process [55].

It should be especially noted that the mathematical model described in the chapter makes it
possible to obtain, on an ordinary personal computer, exact solutions for the tasks of tool path
routing for CNC sheet-cutting machines for up to 30 or more (if we use non-standard cutting
techniques) parts, while ensuring the manufacturability of the solution in terms of sheet cutting
constraints based on heuristic rules (“a part hardness rule” and “a sheet hardness rule”). To comply
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Fig. 3. Optimal cutting path when using the multi-contour cutting technique

Fig. 4. Optimal cutting path obtained by developed algorithm in 1 min
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with these rules, the routing algorithms described use the above-mentioned penalty mechanism.
As noted above, the precedence constraints also significantly reduce the computational complexity
of the problem.

Thus, summarizing the scientific aspects of the results obtained by the authors, it can be
emphasized that the proposed theoretical constructions guarantee finding the global extremum of
route optimization problems in the range of problem sizes that are relevant for practice. Further
studies of the influence of the tool path on the magnitude of thermal deformations of parts
will ensure the compliance of the obtained exact solutions to the real optimal and admissible
technological routes for CNC sheet-cutting machines.

§ 6. Conclusion

The chapter explores routing problems focused on engineering applications associated with
cutting of parts on CNC sheet cutting machines. At the same time, a very general formulation
is presented that allows for other applications, among which we especially note the problem
of successive dismantling of radiation on hazardous objects. For the aforementioned general
arrangement of constructions, an optimal algorithm is based on a non-standard version of dynamic
programming; the computational implementation of this algorithm is achieved for problems with
a limited number of dimensions. In the general case, the scheme of the algorithm presented in the
article determines the structure of the optimal solution, defined as a route process that includes the
route itself (permutation of indices), the trajectory and the starting point. The entire mentioned
complex (route process) is optimized under constraints including precedence conditions and cost
functions depending on the list of tasks. These complications are motivated by the aforementioned
engineering applications. Let’s note the main stages of the research.

1. Formalization of the problem, including the model of metropolises, adequately taking in-
to account the possible multi-variance of the movements of the controlled object, and the strict
definition of permissible routing processes. The precedence conditions are formulated and cost
functions are introduced with a possible dependence on the list of tasks that have not been
completed at a given time. Aggregation of costs is assumed to be additive.

2. Construction of an extension of the main problem to a system of partial problems, including
a special reduction of precedence conditions (admissibility by precedence is equivalently replaced
by admissibility by excluding tasks from the list). The Bellman equation, obtained in earlier works
by the author, is used at the stage of constructing special layers of the Bellman function.

3. Implementation of an economical (through the use of precedence conditions) recurrent
procedure, within which the construction of the entire array for the Bellman function values is
replaced by the construction of its layers, which is essential from the point of view of reducing
the computational complexity.

4. Searching of the global extremum and the optimal start point, for which a partial process is
then constructed in the form of a route-trace pair, implemented in accordance with the previously
constructed layers of the Bellman function. The result of the construction is the optimal route
process that implements the global extremum and is obtained by adding the optimal starting point
to the partial process of the previous stage.

5. In the problem of tool control during sheet cutting of parts on CNC machines, mega-
lopolises in the simplest case are obtained by discretizing the equidistant contours to be cut
(meaning cutting along a closed contour). However, other options for defining metropolises are
possible (and this is shown in the chapter), when it is allowed to combine several contours into
one whole, or several fragments of contours, there are cutting segments in mind. With this ap-
proach, after some preliminary constructions in order to determine cost indicators, it turns out to
be possible to reduce the dimension, which is essential in problems of this kind.

6. The prospect of solving large-scale problems can be associated, in particular, with the
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construction of optimizing inputs and multi-inputs, as well as iterative procedures using these
inputs. In this case, of course, it is assumed that the optimizing inputs have a limited dimension,
which allows for the use of dynamic programming in local versions (optimization in windows).
It is also possible to use the branch and bound method and various metaheuristics.

Funding. This research was funded by the Russian Foundation for Basic Research, grant no. 20–
08–00873.
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Некоторые приложения задач оптимизации маршрутизации с дополнительными ограничени-
ями
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DOI: 10.35634/vm220203

В статье рассматривается экстремальная задача маршрутизации с ограничениями. В общей формули-
ровке предполагается, что объектами посещения являются любые непустые конечные множества —
мегаполисы. Основной прикладной задачей, рассматриваемой в данном исследовании, является зада-
ча оптимизации траектории движения инструмента для станков листовой резки с ЧПУ, известная как
проблема пути резания. Эта проблема возникает на этапе разработки управляющих программ для
станков с ЧПУ. Возможны и другие приложения. В частности, результаты исследования могут быть
использованы в задаче минимизация дозы облучения при демонтаже системы радиационно-опасных
элементов после аварий на АЭС и в транспортных проблемах. В качестве ограничений исследуют-
ся ограничения предшествования. Они могут быть использованы для уменьшения вычислительной
сложности. В качестве основного метода исследования использовалось широко понимаемое динами-
ческое программирование. Предлагаемая реализация метода учитывает ограничения предшествова-
ния и зависимость целевых функций от списка задач. Последняя относится к классу очень сложных
состояний, которые определяют допустимость маршрута на каждом шаге маршрутизации, в зави-
симости от уже выполненных или, наоборот, еще не завершенных задач. Применительно к задаче
резки зависимость целевой функции от списка задач позволяет уменьшать термические деформации
материала при резке. В работе математическая формализация экстремальной задачи маршрутизации
с дополнительными ограничениями, описание метода и полученный с его помощью точный алго-
ритм. Оптимизации подлежат порядок выполнения задач, конкретная траектория процесса, и его
начальная точка.

Финансирование. Работа выполнена при финансовой поддержке Российского фонда фундаменталь-
ных исследований, грант № 20–08–00873.
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