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CREATING GROUPS FOR MARKETING PURPOSES FROM WEBSITE USAGE

DATA

Customer grouping and knowledge extration for these groups are important to online businesses beause it

allows purposeful appliation of marketing tehniques. Individuals an be personally served with the groups,

depending on the identi�ed interests and preferenes. In this artile, we suggest a way to identify and reate

user groups by proessing website usage data. We use the logs stored in the server log data for the visit to

a seleted website and then retrieve and proess the text ontent of the visited web pages. The approah

is based on the tehnology for natural language proessing and uses the methods for lustering of text

douments. The experimental testing of this method is done with the software produt RapidMiner and data

from visits to a Bulgarian e-shop.
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Introdution

When working with large amounts of data, similar objets are often grouped in homogeneous

sets. This allows the mass of the data to be redued and the proess of analysis to be made easier.

The making of individual groups of data that represent di�erent sets of similar objets is alled

lustering.

Frequently in the marketing analyzes the following segmentation is used � dividing the ustomers

into groups based on a riterion or an indiator in order to later be able to apply ertain marketing

impats on the groups. This is why in this researh we o�er the usage of lustering to identify groups

of users, to whih a di�erentiated way of serviing and speial o�ers, based on their interests, an

be used.

The approah that is suggested in this artile is based on website usage data and the appliation

of tehnologies for natural language proessing on the text ontents of the visited web pages.

� 1. Related Work

The extration of knowledge from web soures in literature is known as Web Mining [1℄. It's the

way of applying tehnologies for extrating knowledge on web resoures � douments, hyperlinks,

tags, server log �les et. Even though this proess is generally based on Data Mining tehnologies,

the spei�s in it are onneted to the fat that the data is di�erent, initially it's in an unstrutured

form and they need to be proessed and strutured [2℄.

Depending on the general types of Internet resoures, whih are used in the proess of WM there

are three main types of extrating knowledge (Fig. 1) [3, 4℄.

• Web ontent mining (WCM) � extrating of useful data from the ontent of web douments. It

is known that in the Internet spae there is a lot of douments, most of whih are unstrutured

or semi-strutured. By proessing their ontent, the most essential part of the text an be

extrated, to separate key onepts and identify assoiative relations. For example, using

automati lassi�ation and grouping web pages by their subjets the following things an be

explored: what the visitors are searhing for on a ertain e-shop and to �nd spei� patterns

for the set group of people; �nding models in web pages on the basis of desriptions of the

produts; analyzing messages with opinions from forums et.

http://dx.doi.org/10.20537/vm170314
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Fig 1. Web Mining types

• Web strutured mining (WSM) � �nding useful data in hyperlinks by using the struture of

the inoming and outoming onnetions (topology) in web. To do that the graph theory is

applied to analyze a site and its link struture. In the last ouple of years, the struture of web

pages is widely used for analyzing signi�ant information. The researhes on web struture

are in�uened by the researh for soial networks and the analysis of quotations.

• Web usage mining (WUM) � disovering users' models based on the data for using Internet

resoures. It helps in �nding templates in the �ow of liks and assoiated data, grouped or

generated beause of the users' interation with websites. The reords for the logging to servers

are analyzed for the purposes of WUM and information about the sets of pages, objets or

resoures, whih are often aessed by groups of users with ommon interests, is delivered.

For WCM, where data is retrieved from webpages, it is neessary to apply the natural language

proessing (NLP) tehnology to onvert the text into a form suitable for analysis. The onept NLP

`is a �eld of omputer siene and linguisti onerned with the interations between omputers and

human (natural) language' [5℄.

Di�erent aspets of the proessing of unstrutured data and text are handled by many researhers.

In general, the disovery of knowledge in unstrutured text data in the literature is known as Text

Mining (TM) [6℄. The authors of [7℄ state that TM is mainly used for: `information extration, topi

traking, summarization, ategorization, lustering, onept linkage, information visualization, and

question answering'. Typial TM tasks are similar and Pena-Ayla desribes them as: text atego-

rization, text lustering, onept/entity extration, prodution of granular taxonomies, sentiment

analysis, doument summarization, and entity relation modelling [8℄.

Beause our assignment is to identify groups for marketing purposes, we diret our attention

to lustering, whih allows searhing for independent groups � lusters that are non-intermittent

homogeneous sets of similar objets [4℄. Grouping of data allows their size to be redued and makes

the analysis easier. For example, grouping an be applied to the lients. It's known that the users

are di�erent, they have di�erent needs and requirements on the merhandize and like di�erent ways

of shopping. That is a premise for their segmentation and for the usage of di�erentiated methods

when serviing them.

There are multiple algorithms for lustering, whih in general an be divided into hierarhial and

non-hierarhial [9℄. Hierarhial lustering whih inludes agglomerative and divisive algorithms.

In agglomeration methods, onseutive merging of units and lusters is performed. It starts with

a few lusters representing the individual units and, after suessive mergers, a luster is brought

together, integrating all units. In divisive methods, the approah is the opposite � it starts with a

luster that unites all units, and after suessive divisions ends with many lusters, eah unit forming

a separate luster. From existing luster methods developed, hierarhial agglomeration methods

are most ommonly used. The results are represented by a tree diagram that graphially shows the
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hierarhial struture reeived from the matrix of similarity and luster merger rules. There are

di�erent strategies for merging objets into lusters and then to lusters themselves. The methods

of the between-groups linkage and the nearest neighbor are used when reating lusters in the form

of a `hain'.

From the non-hierarhial algorithms the most distributed one is K-Means Cluster, by Hartigan

and Wong [10℄. In the beginning the hosen k random exit enters (points in spae) and all objets

are divided into k groups, depending on whih enter they are losest to. The distane proximity

to enters is determined by one of the methods � Eulidean distane, squared Eulidean distane,

Chebyshev distane, et. After that the mew enter of the luster is alulated, based on the average

values of the objets, resulting in the fat that some objets already fall into another luster. The

proedure is repeated reursively until the lusters' enters stop hanging. This algorithm is used in

a prede�ned number of lusters.

� 2. Approah for identifying groups for marketing purposes

As already mentioned, for the purpose of our researh we will fous our attention on analysis of

already visited web pages and their grouping based on analysis of their textual ontent.

We suggest a model for identifying marketing groups, whih is shown in Fig. 2.

Fig 2. Model for identifying market groups by text lustering

The proess of identifying market groups through a textual lassi�ation of the ontent of visited

web pages inludes the following steps:

1. Reading and transforming log to sessions. It's done by reading log�les that are text

�les, also alled journals or diaries, and in whih data is stored for visits to a website. These �les

di�er in their format, depending on the type of web server, but ontain the following master data:

the user's IP address; the time when the site is loaded, the address from whih the user omes; the
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type of browser and operating system used by the user, et. Reading the log�les and �ling them in

a tabular form is based on the knowledge of the format and type of text log�les.

2. Data leaning. Remove the irrelevant data from log�les. Suh are missing values and

hyperlinks pointing to the following types of resoures: gif, jpeg, video, audio, ss, et. That helps

to signi�antly derease the size of the log�les [11℄.

3. Generating douments from web pages. At this stage, based on the saved web addresses

of the visited webpages from eah user session, textual douments with generated web text are

generated.

4. Generating word vetors from a web page ontent. To prepare lustering data, a

transformation from unstrutured to strutured format is needed. The so-alled Vetor spae model

(VSM) is used. In it eah text doument is represented as vetors [12℄.

To �lter the multiple words from the unneessary words, those who do not arry useful informa-

tion at this stage the proess text preproessing is used, whih often inludes:

� tokenize � splits the text of a doument into a sequene of tokens;

� �lter tokens � �lter tokens � based on their length;

� transform ases � transforms all haraters in a doument to lower ones;

� stem � replaes words with their basi forms;

� �lter stop words � removes stopwords from a doument.

In addition, some terms may be removed at this stage, the frequeny of whih is very small, and

per researhers they are words that annot be representative of the luster they fall into [13℄.

5. Clustering. For lustering to take plae, it is neessary to selet a lustering algorithm to

apply over the generated word vetors. Although there is virtually no `best' lustering algorithm,

based on multiple studies of text lustering [9,14,15℄ we an say that K-means lustering algorithm is

an e�ient algorithm for text lustering. The next step is to determine the number of lusters. There

is no unambiguous rule for this task. Experiments with di�erent number of groups are performed

and the optimal option is hosen.

� 3. Approbation and results

The approah presented in the previous setion is tested using one of the most popular open

soure software for Data Mining � RapidMiner [16℄. This software platform has multiple operators

through whih you an build and visualize proesses. RapidMiner has a speial add-on for text and

web mining.

For experimental purposes, we use a log �le by a Bulgarian e-shop whih sells over 25 000 items �

home goods, gifts and souvenirs, o�e supplies, shool supplies, and more. The website's domain is

in Bulgarian and so is the interfae of the e-shop.

The identi�ation of user groups is aomplished by following the steps proposed in paragraph 3.

For the reading and transforming server log using RapidMiner we have built the model shown in

Fig. 3.

Fig 3. Model for reading and transforming server log�les
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To suessfully reognize the log�le struture, we use a standard on�guration �le .xml �le for the

Apahe web server as the parameter of the Read Server Log operator, in whih the log�le struture

is set. As a result, we get a strutured �le that is in the form of a two-dimensional table (Fig. 4).

Fig 4. Result of identifying visited web pages

We save the data in .xlsx format to make it easier to �lter and remove the missing URL and

address values pointing to gif, jpeg, png, and ss resoures. For eah of the sessions, repeating IP

addresses are also removed. After this Data Cleaning stage, the number of web pages from whih

the text ontent is to be extrated is signi�antly redued. Virtually 1/3 of the originally identi�ed

and saved web pages remains. To retrieve, proess, and group the text again, we use RapidMiner

and the model built in Fig. 5.

Fig 5. Model of the text extration proess and lustering

The Get Pages operator retrieves text from web pages, and Data to Douments is used to generate

text douments from web pages. It should be noted that the reeived text douments ontain as

well as the text and the html ode of the page. Beause of the html tags, the attributes annot

extrat essential information whih an be useful for further text proessing, it is neessary to �lter

the text and remove html business words. To do this, we use a voabulary speially reated by us

with English words plus the words used by Hypertext Markup Language.

In the presentation of the text as word vetors (through Proess Douments), we use word

frequeny alulation in the example ase by TF�IDF (Term Frequeny � Inverse Doument Fre-

queny) weighing. This indiator is statistis whih shows how important the word for a olletion

of douments or orpus is. TF�IDF inreases its value in proportion to the number of ourrenes

of the word, but also the frequeny of the word in the body beause some words as a rule appear

more often in the texts.
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Text proessing inludes the following sub-proesses (Fig. 6):

• divides the text into words (Tokenize);

• removing words shorter with a length of less than or equal to 3 letters (Filter Tokens by

Length);

• onverting letters into small ones (Transform Cases);

• onverting words into a normal form using Porter's algorithm (Stem Porter);

• deleting English terms, whih are only html tags and other business words (Filter Stopwords

with a speially reated ditionary);

• erasing, et. redundant words in Bulgarian (Filter Stopwords with a glossary of redundant

words in Bulgarian).

Fig 6. Text pre-proessing

The result is a table with words, how many times they our in the text, and in whih doument

the word ours. Table 1 shows part of the list of words.

Table 1. Result of text proessing � list of words reeived

Word Total Ourrenes Doument Ourrenes

Figurine 400 20

Deorative 389 18

Ceramis 382 20

Wooden 376 6

Fabri 359 20

Figurine 356 20

Shool 344 10

Flowers 334 4

Seasons 280 4

Notebook 277 19

Tiara 276 6

. . . . . . . . .

The �nal step is lustering using theK-means lustering method. The proess of luster grouping

is as follows. First, luster enters are de�ned, then lustering units are distributed using di�erent

algorithms to measure the distanes of eah unit to the enters. At the last stage, luster enters are

updated by re-measuring unit distanes to new enters and realloating them if neessary. The up-

date proess lasts until the luster enter hanges exeed the onvergene riteria or a predetermined

maximum number of iterations is reahed.

As we have already said, the similarity between objets is based on a measure of distane between

them, and metris for alulating similarity are extremely important beause they lead to a di�erent
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distribution of douments by group. Based on studies on the appliation of metris for alulating

similarity, some authors suppose that K-means using Eulidean distane metri distane does not

produe suh good results, and it is advisable to use other algorithms to �nd similarity [17,18℄. Other

authors, however, who onsider the lustering of textual douments in their studies, onlude that the

Eulidean algorithm produes the best result [19℄. Based on our experiments using the RapidMiner

software and using the Davies�Bouldin index metri [20℄ for evaluating lustering algorithms, we

found that the best results were obtained with the EulideanDistane measure. The results of our

experiments are shown in Table 2.

It is seen that 10 di�erent metris have been ompared to alulate similarity to �nd the algorithm

that reates lusters with low internal luster distanes and high luster spaing distanes and thus

has the lowest Davies�Bouldin index. Tests are performed with 2, 3 and 4 luster groups, and

the table shows the absolute values of the results obtained. It should be noted that the results in

RapidMiner are obtained in negative numbers, as the software produt is designed to work in this

way to maximize the e�ieny of the proess. The table shows that for k = 2 and k = 4 Eulidean

has the best results, and for k = 3 it is in 2nd plae. This auses us to onlude that in our ase it

is best to use this algorithm.

Table 2. A sample table for a sample �le

k = 2 k = 3 k = 4

EulideanDistane 2.847 2.598 1.187

ChebyhevDistane 3.209 2.630 2.556

CorrelationSimilarity 3.448 2.964 2.564

CosineSimilarity 3.066 2.702 2.210

DieSimilarity 3.200 2.920 2.665

InnerProdutSimilarity 3.200 2.964 2.665

JaardSimilarity 3.200 2.920 2.665

ManhattanDistane 3.246 2.530 2.197

MaxProdutSimilarity 3.268 2.804 2.190

OverlapSimilarity 3.475 2.717 2.578

Based on the experiments and veri�ation of the data obtained for identifying groups for mar-

keting purposes based on luster analysis of the visited web pages, we suggest using the K-means

lustering algorithm with the EulideanDistane measure.

The resulting groupings and the basi terms that are losest to the entroid of the orresponding

luster help to reate a pro�le of the identi�ed groups and arry out targeted marketing ativity

with the users who fall into the respetive groups. For example, when splitting the douments into

4 groups, the �rst luster's words whih are the losest to the entroid are: �gurine, tiara, eramis,

souvenir (Table 3), whih may be the reason for sending the users from this identi�ed session to

promotional o�ers for similar items.

Table 3. Attributes from luster _0

Attribute Cluster 0

Figurine 0.079

Tiara 0.069

Ceramis 0.066

Souvenir 0.064

Keyhain 0.064

Statuette 0.060

Metal 0.059

. . . . . .
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Conlusion

The present study proposes an approah for identifying groups that an be used for marketing

purposes. The approah is based on proessing the server log�les and luster analysis of the texts

from the visited web pages. Approbation is made on the approah with the RapidMiner software

produt and data from the visits to a Bulgarian e-shop. The results show that the proposed ap-

proah an be suessfully used to analyze webpage attendane. The new knowledge gained from

the proposed analysis approah ould help improve and re�ne ustomer relationship management

proesses and other marketing ativities. Currently, extrating and suessfully analyzing data from

Internet resoures ould be an important ompetitive advantage for ompanies operating in online

environments.

REFERENCES

1. Etzioni O. The World-Wide Web: quagmire or gold mine?, Communiations of the ACM, 1996, vol. 39,

issue 11, pp. 65�68. DOI: 10.1145/240455.240473

2. Sulova S. Appliation of web mining in ustomer relationship managament, Izvestia, Journal of the Union

of Sientists � Varna, Eonomi Sienes Setion, 2015, issue 1, pp. 105�110.

https://ideas.repe.org/a/vra/journl/y2015i1p105-110.html

3. Cooley R., Mobasher B., Srivastava J. Web mining: information and pattern disovery on the World Wide

Web, Proeedings Ninth IEEE International Conferene on Tools with Arti�ial Intelligene (ICTAI'97),

IEEE Computer Soiety, 1997, pp. 558�567. DOI: 10.1109/TAI.1997.632303

4. Markov Z., Larosed D.T. Data mining the web: unovering patterns in web ontent, struture, and usage,

New Jersey: John Wiley & Sons, 2007, 218 p.

5. Kumar E. Natural language proessing, New Delhi: I. K. International Publishing House Pvt. Ltd., 2011,

224 p.

6. Fayyad U., Piatetsky-Shapiro G., Smyth P. From data mining to knowledge disovery in databases,

AI Magazine, 1996, vol. 17, no. 3, pp. 37�54. DOI: 10.1609/aimag.v17i3.1230

7. Fan W., Wallae L., Rih S., Zhang Z. Tapping the power of text mining, Communiations of the ACM,

2006, vol. 49, issue 9, pp. 76�82. DOI: 10.1145/1151030.1151032

8. Pe�na-Ayala A. Eduational data mining. Appliations and trends, Heidelberg: Springer International

Publishing, 2014, xviii + 468 p. DOI: 10.1007/978-3-319-02738-8

9. Tarzynski T. Doument lustering � onepts, metris and algorithms, International Journal of Ele-

tronis and Teleommuniations, 2011, vol. 57, issue 3, pp. 271�277. DOI: 10.2478/v10177-011-0036-5

10. Hartigan J.A., Wong M.A. Algorithm AS 136: a k-means lustering algorithm, Journal of the Royal

Statistial Soiety. Series C (Applied Statistis), 1979, vol. 28, no. 1, pp. 100�108. DOI: 10.2307/2346830

11. Dixit D., Kiruthika M. Preproessing of web logs, International Journal on Computer Siene and En-

gineering, 2010, vol. 2, issue 7, pp. 2447�2452.

http://www.enggjournals.om/ijse/do/IJCSE10-02-07-20.pdf

12. Wong S.K.M., Raghavan V.V. Vetor spae model of information retrieval: a reevaluation, SIGIR '84 Pro-

eedings of the 7th annual international ACM SIGIR onferene on Researh and development in informa-

tion retrieval, 1984, Cambridge, England, pp. 167�185. http://dl.am.org/itation.fm?id=636816

13. Jing L., Ng M.K., Yang X., Huang J.Z. A text lustering system based on k-means type subspae luster-

ing and ontology, International Journal of Computer, Eletrial, Automation, Control and Information

Engineering, 2008, vol. 2, no. 4, pp. 1296�1308.

http://waset.org/publiations/2401

14. Steinbah M., Karypis G., Kumar V. A omparison of doument lustering tehniques, KDD Workshop

on Text Mining, 2000. http://iteseerx.ist.psu.edu/viewdo/summary?doi=10.1.1.125.9225

15. Antony S., Wagh R. Study on text lustering for topi identi�ation, International Journal of Advaned

Researh in Computer Siene, 2017, vol. 8, no. 1, pp. 161�164.

http://ijars.info/index.php/Ijars/artile/view/2874

16. Linden A., Krensky P., Hare J., Idoine C.J., Siular S., Vashisth S. Magi quadrant for data siene

platforms. https://www.gartner.om/do/3606026/magi-quadrant-data-siene-platforms

17. Huang A. Similarity measures for text doument lustering, Proeedings of the Sixth New Zealand Com-

puter Siene Researh Student Conferene (NZCSRSC2008), University of Canterbury, Christhurh,

2008, pp. 49�56. http://iteseerx.ist.psu.edu/viewdo/summary?doi=10.1.1.332.4480

http://dx.doi.org/10.1145/240455.240473
https://ideas.repec.org/a/vra/journl/y2015i1p105-110.html
http://dx.doi.org/10.1109/TAI.1997.632303
http://dx.doi.org/10.1609/aimag.v17i3.1230
http://dx.doi.org/10.1145/1151030.1151032
http://dx.doi.org/10.1007/978-3-319-02738-8
http://dx.doi.org/10.2478/v10177-011-0036-5
http://dx.doi.org/10.2307/2346830
http://www.enggjournals.com/ijcse/doc/IJCSE10-02-07-20.pdf
http://dl.acm.org/citation.cfm?id=636816
http://waset.org/publications/2401
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.125.9225
http://ijarcs.info/index.php/Ijarcs/article/view/2874
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.332.4480


478 S.D. Sulova

COMPUTER SCIENCE 2017. Vol. 27. Issue 3

18. Sandhya N., Lalitha Y.S., Govardhan A., Anuradha K. Analysis of similarity measures for text lustering,

International Journal of Data Engineering, 2008, vol. 2, issue 4.

http://www.sjournals.org/manusript/Journals/IJDE/Volume2/Issue4/IJDE-63.pdf

19. Singh A., Yadav A., Rana A. K-means with three di�erent distane metris, International Journal of

Computer Appliations, 2013, vol. 67, no. 10, pp. 13�17. DOI: 10.5120/11430-6785

20. Davies D., Bouldin D.A. A luster separation measure, IEEE Transations on Pattern Analysis and

Mahine Intelligene, 1979, vol. PAMI-1, issue 2, pp. 224�227. DOI: 10.1109/TPAMI.1979.4766909

Reeived 01.08.2017

Sulova Snezhana Dineva, PhD, Assoiate Professor, Department of Computer Siene, University of Eo-

nomis � Varna, 77 Knyaz Boris I Blvd, Varna, 9002, Bulgaria.

E-mail: ssulova�ue-varna.bg

Ñ.Ä. Ñûëîâà

Ñîçäàíèå ãðóïï äëÿ ìàðêåòèíãîâûõ öåëåé èç äàííûõ èñïîëüçîâàíèÿ âåá-ñàéòà

Öèòàòà: Âåñòíèê Óäìóðòñêîãî óíèâåðñèòåòà. Ìàòåìàòèêà. Ìåõàíèêà. Êîìïüþòåðíûå íàóêè. 2017.

Ò. 27. Âûï. 3. Ñ. 470�478.

Êëþ÷åâûå ñëîâà: êëàñòåðèçàöèÿ òåêñòîâ, ãðóïïû, àíàëèç òåêñòîâ, log-�àéë, RapidMiner.

ÓÄÊ 519.688

DOI: 10.20537/vm170314

Ôîðìèðîâàíèå êëèåíòñêèõ ãðóïï è èçâëå÷åíèå èí�îðìàöèè äëÿ ýòèõ ãðóïï ÿâëÿþòñÿ âàæíûìè çàäà-

÷àìè îíëàéí-áèçíåñà, òàê êàê ýòî ïîçâîëÿåò íàèáîëåå ïîëíî ïðèìåíèòü ìåòîäèêè ìàðêåòèíãà. ×àñòíûå

ëèöà ìîãóò áûòü ëè÷íî îáñëóæåíû ãðóïïàìè, â ñîîòâåòñòâèè ñ âûÿâëåííûìè èíòåðåñàìè è ïðåäïî÷òå-

íèÿìè. Â äàííîé ñòàòüå ìû ïðåäëàãàåì ñïîñîá îïðåäåëåíèÿ è ñîçäàíèÿ ïîëüçîâàòåëüñêèõ ãðóïï ïóòåì

îáðàáîòêè äàííûõ èñïîëüçîâàíèÿ ñàéòîâ. Èñïîëüçóÿ äàííûå æóðíàëà âåá-ñåðâåðà, ìû çàõîäèì íà âû-

áðàííûé ñàéò, ïðîñìàòðèâàåì è îáðàáàòûâàåì òåêñòîâûé êîíòåíò ñòðàíèö ñàéòà. Äàííûé ïîäõîä áà-

çèðóåòñÿ íà òåõíîëîãèè îáðàáîòêè åñòåñòâåííîãî ÿçûêà è èñïîëüçóåò ìåòîäû êëàñòåðèçàöèè òåêñòîâûõ

äîêóìåíòîâ. Ýêñïåðèìåíòàëüíîå òåñòèðîâàíèå äàííîãî ìåòîäà áûëî ïðîâåäåíî ñ ïîìîùüþ ïðîãðàìì-

íîãî ïðîäóêòà RapidMiner è äàííûõ ïîñåùåíèÿ ñàéòà áîëãàðñêîãî Èíòåðíåò-ìàãàçèíà.
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