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THE PECULIARITIES OF THE PARALLEL IMPLEMENTATION OF
PARTICLE-IN-CELL METHOD

Particle-In-Cell (PIC) method is widely used for plasma simulation and the GPUs appear to be the most
efficient way to run this method. In this work we propose a technique that enables one to speed up one of the
most time-consuming operations in the GPU implementation of the PIC method. The operation is particle
reordering, or redistribution of particles between cells, which is performed after pushing. The reordering
operation provides data locality which is the key performance issue of the PIC method. We propose to
divide the reordering into two stages. First, gather the particles that are going to leave a particular cell into
arrays, the number of arrays being equal to the number of neighbor cells (26 for 3D case). Second, each
neighbor cell copies the particles from the necessary array to its own particle array. The second operation
is done in 26 threads independently with no synchronization or waiting and involves no critical sections,
semaphores, mutexes, atomic operations etc. It results in the more than 10 times reduction of the reordering
time compared to the straightforward reordering algorithm.
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Introduction

From the physical point of view this work has been inspired by the effect of anomalous heat
conductivity observed at the GOL-3 facility in the Budker Institute of Nuclear Physics [1]. The
GOL-3 facility is a long open trap where the dense plasma is heated up in a strong magnetic field
during the injection of the powerful relativistic electron beam of a microsecond duration. The effect
is a 100- or 1000-fold decrease in the the plasma electron heat conductivity compared to the classical
value for the plasma with the temperature and density observed in the experiment. Anomalous
heat conductivity arises because of the turbulence that is caused by the relaxation of the relativistic
electron beam in the high-temperature Maxwellian plasma. The physical problem is to define the
origin and mechanism of the heat conductivity decrease. This is of great importance for the fusion
devices because the effect of anomalous heat conductivity helps to heat the plasma and also to
confine it.

Like other plasma physics problems involving turbulence or, in general, non-Maxwellian veloc-
ity distribution, this problem requires kinetic treatment. It means either a direct finite-difference
solution of the Vlasov equation or Particle-In-Cell method. While PIC method is noisy and time-
consuming, still it is in many cases the only method that is able to treat the problem with no
nonphysical simplifications.

There are a lot of PIC packages, including those adopted for GPU, e.g., PIConGPU |[2]|, ALaDyn
[3], and also some works devoted to particular problems of GPU implementation of the PIC method,
for example, [4] and [5], but since they are all problem-specific, we make an implementation on our
OWIl.

The PIC method consists of two stages: field evaluation and particle pushing. Computational
experiments with general purpose computers (e.g., the Lomonosov supercomputer at the Moscow
State University) show that most time is spent on particle pushing (from 60% to 90%). Since the
total time is large: 2 weeks with 128 Intel Xeon cores for a 3D problem with just 100 x 4 x 4 mesh
nodes and 10000 particles for each cell [6], and further research requires meshes of much larger size,
it requires optimization. It is clear that the optimization must be aimed mostly at the particle
pushing stage.
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The first optimization approach might be the GPU implementation of the PIC method. Such
an implementation resulted in a 30-fold speedup for Nvidia Kepler K40 compared to 4 cores of Intel
Xeon. But it appears that further optimization is possible in order to make the GPU implementation
more efficient.

The key performance issue for the PIC method is the data locality. This means that the particle
must be stored in the cell with respect to its coordinate, because it facilitates the use of cache
memory, and gives a speedup of 200% for general-purpose computers compared to the PIC method
implementation with particle stored with no respect to their coordinate [7]. But the problem is that
in the course of simulation the particles change their coordinates, as shown in Figure 1.

Figure 1. An example of particles in a cell after evaluating their new coordinates and impulses. The particles that
stay in the cell are indicated by filled circles and the particles that must leave the cell are indicated by arrows
pointing in the corresponding direction. Neighbor cells are shown with minor size squares. For simplicity,
the 2D case is displayed.

Therefore, they must be transferred to other cells according to their new coordinates. In the
present implementation this operation, called particle reordering, is performed involving atomic
operations of CUDA.

Let us once more clarify the difference between particle pushing and particle reordering. Particle
pushing is the evaluation of the new coordinates and impulses of the particles with no respect to the
cell the particle belongs to. Particle reordering is performed after pushing and it virtually moves
the particle (if necessary) to another cell in the cell array with respect to the particle’s coordinate.
Thus, pushing is moving the particle in the simulation domain and reordering is moving the particles
in the cell array.

The atomic operations provide data integrity, but they make it impossible for more than one
thread to work with particles of a cell. Moreover, it must be noted that reordering operation takes
most of the PIC method simulation time for GPUs. In such a way we are going to describe an
optimization which is capable of reducing reordering time.

This work continues the set of works on the optimization of PIC method implementation on
GPU [8-11].

§ 1. Statement of the problem

The mathematical model employed for the solution of the problem of beam relaxation in plasma
consists of the Vlasov equations for ion and electron components of the plasma and also of the system
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of Maxwell equations. In standard notation, these equation are
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Here f; . is the distribution function for ions and electrons, respectively, t is time, ¢ is the velocity
vector, 7 is the coordinate vector, F' is the Lorentz force, p'is the impulse, E is the electric field, B
is the magnetic field, and p is the charge density.

Let us consider the following problem statement. The 3D computational domain has the shape
of a parallelepiped with the following dimensions:

0<z< Ly, 0<y<Ly, 0<z<Ly.

Within this domain there is the model plasma. The model plasma particles are distributed uniformly
within the domain. The density of plasma and the electron temperature are set by the user. The
temperature of ions is considered to be zero. Beam electrons are also uniformly distributed along
the domain. Thus, the beam is considered to be already present in the plasma, and the effects that
occur, while the beam is entering the plasma, are beyond the scope of this study.

The particles simulating beam electrons differ from those simulating plasma electrons by the
value of their energy. Beam electrons initially have an energy of about 1 MeV, and the plasma
electrons have an energy of about 1 keV. Moreover, beam electrons have one direction of movement
strictly along the X axis, and plasma electron have the Maxwellian velocity distribution for all the
three dimensions.

There is one more difference between the particles simulating beam electrons and plasma elec-
trons. They have different weights when current and charge density is computed. Let us consider
the ratio of beam density to plasma density, o (usually « varies from 1073 to 107%), then the contri-
bution of a beam electron particle is «a from the contribution of a plasma electron particle. In such
a way it is possible to provide a large number of beam particles.

§ 2. PIC method implementation for GPU

2.1. The idea of the PIC method.
Let us start with the problem written in the general operator form [12]:

9q

Aq = 1

where ¢ is some characteristic function of the system (for plasma dynamics or gas dynamics this is
the distribution function), and A is the evolution operator.
The solution of the problem (1) is given by the following interpolation formula:

N
a= QjR(uut)). (2)
j=1

This is called the decomposition of the continuous medium into model particles. The function
R(u, V) is called the particle form-factor. The interpolation formula (2) enables one to replace the
solution of the problem (1) by the integration of the dynamic particle system.
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2.2. Main principles of GPU implementation.
The programs for CPU and GPU are compiled from the source text. It is strongly necessary for
debugging. The following main operations were implemented for GPU implementation:

e copying mesh arrays and particles from CPU to GPU;

e copying mesh arrays and particles from GPU to CPU;

e comparing GPU results to CPU simulations results when available.
The following operation remained on CPU:

e initial distribution of particles and fields;

e physical diagnostics and data output.
And the following operations are performed only by GPU:

e particle pushing;

e particle reordering;

e field evaluation.

Moreover, the present GPU implementation has the following differences from the common ap-
proach for PIC method:

e particles are stored in arrays attached to cells in order to use the cache more efficiently;

e field and current values (8 of them for each field and the current component) are stored in
cells, that’s why:

— the current values are copied from each cell to the global 3D array used for field evaluation;

— field values after evaluation are copied to each cell from the global field array.

2.3. Particle reordering operation.

The main time is usually taken by the particle pusher. But, in this implementation of the PIC
method, the particle reordering stage appeared to be the most time-consuming. The reason is the
following. When a cell transmits its particles to another cell (writes the data to the particle array of
this another cell), the writer process must be sure that nobody else is writing there at the same time.
And this can easily happen since all the cells transmit their particles simultaneously, see Figure 2.

In such a way some write protection tool should be used. In the first implementation of the
algorithm a semaphore was given to each cell, and when it is “on” writing is prohibited. Thus many
cells are at the same time waiting to write their particles in some other cells which appear to be
busy. And everybody waits ...

§ 3. Optimization of particle reordering operation

The following scheme is proposed to reduce reordering time.
1. The reordering kernel (kernel is a function executed directly on GPU) is divided into two parts.

2. Every cell constructs a list of the particles that will fly to another cells.

3. Then a 3D matrix of 32 size is filled, which says, how many particles are going to fly to each
neighbor cells (there are 26).

4. Then these flying away particles are copied to buffer arrays (a special buffer array for each of
the 26 neighbor cells), see Figure 3.
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Figure 2. Read and write conflicts for particles that are being transmitted to neighbor cells. Each dash-dotted line

demonstrates moving a particle to the neighbor cell. The particles that stay in the cell are indicated by filled circles

and the particles that must leave the cell are indicated by arrows pointing in the corresponding direction. Neighbor
cells are shown with minor size squares. For simplicity, the 2D case is displayed.

5. Synchronization point of time, since all the cells must finish this work.

6. Every cell calls its neighbor, gets how many particles are going to fly from that neighbor cells
and where they are exactly located, and writes these particles to its own particle array.

One should notice that this algorithm does not need using the same data at the same time. This

means that all cells can work concurrently. That’s why in the optimized version reordering work
much better.

e

ERRIN

Figure 3. Read and write conflicts are resolved by means of buffer arrays (shown by hatching. Each dash-dotted
line demonstrates moving a group of particles to the neighbor cell. The particles that stay in the cell are indicated
by filled circles and the particles that must leave the cell are indicated by arrows pointing in the corresponding
direction. Neighbor cells are shown with minor size squares. For simplicity, the 2D case is displayed.

§4. Results

In this section the result of the applied optimization technique is shown. It is shown by the example
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of Nvidia Kepler K40 GPU, for which we present both optimized version of the reordering algorithm
(with no synchronization) and the old, non-optimized version (with synchronization). The time for
the non-optimized version is shown by the bold font. For the modern GPUs (Kepler K80 and Pascal
P100), there is only the optimized version. As it is seen from Table 1, the optimized version of the
reordering operation works more than 10 times faster.

4.1. Dimensions and sizes.

The size of the 3D mesh in the presented computations is N, x Ny x N, = 100 x 4 x 4. In fact,
2 more nodes are added for each dimension to make the domain periodic, so it is 102 X 6 x 6 = 3672
cells. The number of particles is 6.4 million for the whole domain, 1742 particles are average for
each cell. The size of each 3D array in double precision is 30 Kilobyte, and since 9 such arrays are
necessary (three components of electric field, magnetic field and current), it results in 0.3 MB. Each
particle has 6 attributes, so the size of each particle is 48 bytes, and 6.4 million particles will need
300 MB of RAM. One can see that such test problem will fit into almost any GPU.

The size of all the buffer arrays per each cell is now set to 270 particles. In such a way it is 20%
of the particles present, but one must note that this rather big buffer size must be set only for 3D
problems involving turbulence, and is not necessary for steady flows.

The present 3D mesh size is just a test size. The real 3D plasma simulations will require at least
1003 nodes with a similar number of particles per cell (~ 1000). Thus, in the real case, the size of
the mesh array will be 48 MB, and for particles one will need 48 GB RAM, and considering the 20%
overhead will need almost 50 GB. Thus, even for the modern Tesla V100 with 32 GB onboard one
will need more than one GPU in order to conduct the real simulation. This is surely possible since
MPI parallelization is implemented to the present code, yet not discussed in this paper.

Table 1. The main parts of the algorithm with different GPUs (optimized version) and also
non-optimized version for Kepler K40 (the bold font); time is in microseconds

Device name Kepler K40 Kepler K40 | Kepler K80 | Pascal P100
Reordering algorithm | non-optimized | optimized optimized optimized
Particle pushing 433.8 433.8 348.06 338.1
Field evaluation 31.7 31.7 254 19.3

Particle reordering 27167 1131.5 446.43 98.9

§ 5. Conclusion

An optimization technique for the GPU implementation of the Particle-in-Cell method is proposed.
The technique eliminates synchronization from particle reordering operation. Synchronization is
eliminated by splitting the reordering into two steps: first, construction of lists of the particles that
will fly to another cells, and second, concurrently moving particles to neighbor cells. Since particle
reordering appears to be the most time-consuming part of the particle pushing stage, and pushing
takes up to 90% of the total simulation time, the proposed optimization results are in significant
reduction of the total PIC computing time with GPUs.
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Metosm qacTuir B stuefikax MUPOKO UCIIOJIH3YETCs JJIsT MOJIETUPOBAHUS IJIa3Mbl, B TO BpeMs KaK Ipadudeckue
IIPOTIECCOPBI TIPEICTABIAIOTCA Hanbotee 3(hHEeKTUBHBIM HHCTPYMEHTOM JIJTsI IIPOBEIEHNUS PACIETOB C IIOMOIITHIO
9TOro MeTona. B maHHOI paboTe mpe iaraeTcs MOIX0, MO3BOJISIONINI yCKOPUTD OJWH U3 HanboJiee 3aTpaT-
HBIX T10 BDEMEHU ITAIMOB B IPOBEICHUH PACIETOB II0 METO/Ty JACTHUIL B siIefiKax Ha TPapUIeCKUX YCKOPUTEIIAX.
DTOT Tal IPeJCTaBsieT coDOI MepeyopsI0YnBaHAe MOIE/IbHBIX YaCTHIl, WU [IePEPACIIPEIeIeHIe UX MEXK-
Iy sdaefikamu ceTku. [lepeymopsimouanBanHue MOJIETLHBIX YACTHUIL TIO3BOJIIET 00ECIEINTD JTIOKAJIHHOCTD JIAHHBIX,
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KOTOpasl B IEPBYIO OUepe/ib onpeesseT 3hPeKTUBHOCTD PeaJUu3alliu METO/Ia JACTHUIl B d4eikax. B manHoit
paboTe mpeIaraeTcsi pa3iesinTh IePeynopaI0dnBanne Ha ABa dTarna. Ha mepBoM sTarme i KaxK a0l sIeiiku
HYKHO cOOpaTh BCE MOJIEJIbHBIE UYACTUIIbI, KOTOPBIE JIOJI)KHBI MOKWHYTH JAHHYIO YUKy, B MACCHUBBI, IHCJIO
KOTOPBIX PABHO KOJIMYECTBY COCEJIHUX d49eeK (B TPEXMEPHOM ciiydae mMmeercs 26 cocemnux sigeek). Ha Bro-
POM 3Talle Kaxk/ias U3 COCEJIHUX s9eeK KOIUPYET YACTUIIbI U3 COOTBETCTBYIOIIETO MACCUBA PACCMATPUBAEMOIT
SYIEUKH B €6 COOCTBEHHBIN MACCUB YacTUIl. Tak KaK BTOPOH TAIl MOXKET BBITTOTHIATHCS OJTHOBPEMEHHO JIBAIIIA~
THIO TMIECTHIO HUTAMU 0€3 CHHXPOHUBAINNA U OXKUIAHUN, U IPU ITOM HE HCIOJIb3YIOTCS KPUTUIECKHUE CEKINH,
ceMadOpPbI, MyTEKChI, ATOMAPHBIE OMEPAINN U JIPYyTHe MOMOOHbIE MHCTPYMEHTHI, TO B Pe3yJIbTaTe BPEMs Bbi-
[TOJTHEHNS TIEPEYIIOPSAI0INBaHUS COKpaInaeTcs 6ojee deM B 10 pa3 1Mo CpaBHEHUIO C HEONTUMU3UPOBAHHOM
peaJsin3arueii mepeynopsaI0unBaHAs ¢ UCIIOJIB30BAHNEM CUHXPOHU3AIINH.

®unaHcupoBaHue. Pabora BhIOIHEHA TPHU MOepKKe Poccniickoit deepasbHOii 11eIeBOil MTpOTrpaMMBbl

(rpanr 14.574.21.0145, nomep npoekra — RFMEFI57417X0145).
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